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ABSTRACT
Style text with decorative elements has a strong visual sense, and
enriches our daily work, study and life. However, it introduces
new challenges to text detection and recognition. In this study,
we propose a text destylized framework, that can transform the
stylized texts with decorative elements into a type that is easily
distinguishable by a detection or recognition model. We arranged
and integrate an existing stylistic text data set to train the destylized
network. The new destylized data set contains English letters and
Chinese characters. The proposed approach enables a framework
to handle both Chinese characters and English letters without the
need for additional networks. Experiments show that the method
is superior to the state-of-the-art style-related models.

CCS CONCEPTS
• Applied computing → Fine arts; Computer-assisted instruc-
tion; • Computing methodologies→ Image representations.
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1 INTRODUCTION
Text destylization restores text with various complex styles to a
style-less state, that can be handled by text detection and recog-
nition approaches. With the development of deep learning, the
replication and transfer of styles have become increasingly popu-
lar. Ordinary people can ”create” their desired art forms without
professional training. Text is a prominent visual element in 2D
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design, and is almost everywhere. Compared with ordinary text,
text with artistic rendering are required by people. Artistic effects,
such as color, outline, shadow, reflection, luminescence, and texture,
are additional stylistic features of text. Artistic writing is a type
of art widely used in design and media. Through color, texture,
shading and other text effects, combined with additional decorative
elements, artistic text becomes visually pleasing and can convey
more semantic information vividly. Visual effects are commonly
applied to text in graphic design because of their special role in
visual design. These effects are also applied in painting synthesis
and photography post processing.

Artificial intelligence has developed rapidly in the past decade,
and various social software and self-media applications have been
created and popularized. As a result, even ordinary people can
become micro social media developers. At the same time, the appli-
cation of numerous text styles and easy production have produced
many different styles of text, such as posters, advertising design,
e-commerce platforms and visual creation tasks. However, although
these text styles make our visual experience colorful, they bring
new challenges to automatic text detection and recognition. Tra-
ditionally, text detection and recognition approaches are designed
for ordinary text and do not address rotation, bending, mirroring
and other transformations. Text detection and recognition tasks
can be challenging in an open environment, and cannot meet the
increasingly complex needs of users. In related engineering tasks,
the study of text destylization can partly improve the accuracy and
speed of depth detection and recognition models, which have a
wide range of application scenarios and practical usage [33].

Text destylization is a new problem, which is the reverse ap-
plication of text style transfer. It can be viewed as a problem of
transforming from the stylized domain to the source domain, but it
has been disregarded by scholars.Yang et al. [30] were the first to
raise the issue by designing a subnetwork that removed the basic
style. The destylization problem with decorative elements has not
been studied, due to the neglect of many important attributes, such
as decorative elements, orientation, and rule structure. To solve
this problem, this study pays special attention to decorative ele-
ments in text designs and proposes a new text style transformation
framework to remove such elements.

In summary, our contributions are threefold. First, we define a
new problem of text destylization with decorative elements and
propose a new framework to solve this problem. The framework
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can effectively solve the impact of decorative elements on par-
tial pixel occlusion of text. Second, our framework can destylize
English letters and Chinese characters without training additional
subnetworks. Third, through the permutation and combination of
an existing text style data set, our data set contains both English let-
ters and Chinese characters. Experiments show that our model can
handle not only a single character, but also several simple words.

2 RELATEDWORK
2.1 Neural Style Transfer
In computer vision, style transfer is usually studied as a generalized
texture synthesis problem, that is, to extract texture from source
images and transfer it to targets [7–11]. Gatys et al. [12] were the
first to study the use of CNN in reproducing a famous painting
style on natural images. The groundbreaking work of their team
demonstrated the power of CNN in representing texture modeling.
Their results showed that CNN can extract content information
from an arbitrary photograph and style information from a famous
artwork. On the basis of this discovery, Gatys et al [12] proposed
the use of feature activation of CNN to recombine the content of a
given photo and the style of famous artworks. The main purpose
of CNN is to extract style features, such as texture. However, its
structure does not contribute much to synthesis. To address this
problem, Champandard et al. [2] improved the network structure of
CNN by using a composite image that was enhanced with semantic
information during the generation phase. The aim was to narrow
the gap between the generation model and the pixel level classi-
fication neural network. Recently, many arbitrary style transfer
methods were proposed [5, 6, 27, 35].

2.2 Image-to-Image Translation
The purpose of image-to-image translation is to learn an image
generation function that maps the input image in the source do-
main to the target domain: examples include sketch to portrait [3],
image colorization [32, 34], and rain removal [23, 31]. Hertzmann
et al. [17] proposed a single image pair non-parametric framework.
Isola et al. [18] developed a universal framework called Pix2Pix, in
conjunction with GANs [13]. Pix2Pix combines an L1 loss and an
adversarial loss with paired data samples from two domains. This
approach is driven by paired data, which are sometimes difficult to
obtain. To overcome this limitation, Zhu et al. [36] designed a Cy-
cleGAN that can learn to translate images without pairs of ground
truth. Choi et al. [4] proposed StarGAN using a single model to han-
dle multi-domain translation; it utilizes a one-hot vector to specify
the target domain. However, the extension to a new domain is still
expensive. To address this issue, Liu et al. [21] presented a few-shot,
unsupervised image-to-image translation algorithm that works on
a previously unseen target domain. Based on these image-to-image
translation methods, our work focuses on the text destylization
problem.

2.3 Text style transfer
The research on text style transfer developed relatively late. Before
2017, studies in the field of text style mainly focused on the strokes
of text fonts. HelpHanding [22] is used to study the authoring of
strokes from six degrees of freedom by employing graphic methods.

EasyFont [20], whice is mainly about handwriting font style trans-
fer can transfer the users’ handwriting font style to the specified
text so that the text looks like the users’ own handwriting. Glyph-
GAN [15] uses DCGAN [24] as the base model for font generation.
Given that the same style vector is used, the resulting fonts tend to
have the same style. Yang et al. [29] were the first to raise the issue
of text effect transfer. A matching and synthesis method based on
the relative positions of image patches on hieroglyphics was pro-
posed. This method is susceptible to the difference in hieroglyphics
and requires a large amount of computation. Mc-GAN [1] com-
bines font transmission and text effect transmission by adopting
two continuous subnetworks and trains them end-to-end by using
the synthesized font data and the collected text effect data. An un-
supervised artistic word generation algorithm [25] has also been
developed; the algorithm is different from the supervised method
that required a pixel-level aligned original text image as the guide.
The unsupervised method can deal with arbitrary style images
without the corresponding original texts. However, due to the lack
of relevant data sets, only a few studies have been conducted on
text effect style migration. Yang proposed TET-GAN [30] that uses
the learning method of GAN to build a data-driven model, which
can learn the accurate mapping relationship between glyphics and
character effects from a large amount of data. Although some re-
search has been performed on text style transfer, only a few studies
focused on text destylization. A new framework of character destyl-
ization is proposed in this study in accordance with actual project
needs.

3 METHOD AND TRAINING
3.1 Destylized Networks
Following the network architecture of GANs [13], our text destyl-
ization model is a combination of a generator G, a discriminator D
and a auxiliary classifier. Adopted from CycleGAN [36], our model
has a generator network composed of two convolutional layers
with a stride size of two for downsampling, six residual blocks [16],
and two transposed convolutional layers with a stride size of two
for upsampling. We use PatchGAN [18] as the discriminator. The
auxiliary classifier consists of a convolutional layer and a three-
layer MLP and is used to categorize text content to help the network
improve its handling of details. The network structure is shown in
Figure 1. Given 𝐷𝑥 , which is a styled text image with extra decora-
tive elements, generator G learns to generate a fake raw text image
𝐹𝑥 = 𝐺 (𝐷𝑥 ). Discriminator D needs to distinguish whether the
input is real or generated. We use instance normalization [26] for
the generator but no normalization is applied for the discriminator.
The loss function is a combination of WGAN-GP [14], L1 loss and
CrossEntropy loss, as follows:

𝐿 = _𝑎𝑑𝑣𝐿𝑎𝑑𝑣 + _𝐿1𝐿1 + _𝐿𝑎𝑢𝐿𝑎𝑢 (1)

where.
𝐿1 =∥ 𝐹𝑥 − 𝐹𝑥 ∥1 (2)

𝐿𝑎𝑑𝑣 = 𝐸
𝐹𝑥

[𝐷 (𝐹𝑥 , 𝐷𝑥 )]
− 𝐸𝐹𝑥 [𝐷 (𝐹𝑥 , 𝐷𝑥 )]

+ _𝑔𝑝𝐸𝐹𝑥
[(∥ ∇𝐷 (𝐹𝑥 , 𝐷𝑥 ) ∥2 −1)2]

(3)
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Figure 1: The network structure of our model.

𝐿𝑎𝑢 = −
𝐶∑
𝑖=1

𝑦 (𝑖) ∗ 𝑙𝑜𝑔𝑦 (𝑖) (4)

where. 𝐹𝑥 is the ground truth, and 𝐹𝑥 is uniformly sampled along
the straight lines between the sampling of 𝐹𝑥 and 𝐹𝑥 . 𝐿𝑎𝑢 is the
cross-entropy loss. 𝑦 is the value that the output value of the auxil-
iary classifier is processed by Softmax. 𝑦 is the true label, and 𝐶 is
the total number of categories.

3.2 Training
Our models are trained using the Adam optimizer with 𝛽1 = 0.5 and
𝛽2 = 0.999. We also use a fixed learning rate of 2e-4 throughout the
entire training stage. For all experiments, the resolution of images
increases from 64, 128, up to 256, and layers are gradually added
to the front and rear of the generator. To enhance the effect of
network learning and fully utilize GPU and CPU resources, we use
different batch sizes for images with different resolutions. When
the resolutions of the images are 64*64, 128*128 and 256*256, the
corresponding batch size are 200, 90 and 40, respectively. A pro-
gressive growing strategy [19] is used in the destylized network to
stabilize the training process. The networks are trained on NVIDIA
Tesla M40 GPU. We rearrange and combine an existing text style
data set [28, 30], which contains about 60,000 images of Chinese
characters and English letters, for our network training and test-
ing. For the training of the auxiliary classifier, we define different
Chinese characters and English letters(case sensitive) as one cate-
gory respectively. The class labels use the form of one-shot. For all
experiments, we set _𝑔𝑝 = 10, _𝐿1 = 100, and _𝑎𝑑𝑣 = _𝐿𝑎𝑢 = 1.

4 EXPERIMENTS AND RESULTS
We selected five the state-of-the-art models of image-to-image trans-
lation and text style transfer for comparisons. The five models
are NST [12], Doodle [2], CycleGAN [36], Pix2pix [18], and TET-
GAN [30]. We first present the generated results of our model to-
gether with those of the compared models. Second, we compare our
model with the five other models through subjective and objective

evaluation. Lastly, we show the destylized results of our model for
different combinations of text and decorations and several complex
words.

4.1 Qualitative analysis
We compare the proposed text effect transfer network with five
state-of-art transfer methods in Figure 2. At present, no individual
or team has conducted extensive research on text destylization,
and comparative methods for reference are few. In view of this
situation, we select the most advanced methods of image-to-image
translation and text style transfer to verify the superiority of our
model in the destylization of decorative text.

Image-to-image translation and text destylization are currently
the two most relevant research directions for text destylization.
Neural Style Transfer (NST) [12] and Neural Doodle [2] are image
style transfer methods. NST uses CNNs to transfer the style of an
image to another. Doodles [2] uses neural-based patch fusion and
has a context-sensitive manner in the algorithm. However, NST and
Doodles do not learn the relationship between text style and font,
resulting in a fuzzy and confused texture structure. CycleGAN [36]
and Pix2Pix [18] are image-to-image translation methods based
on GAN, and they are all re-trained on our dataset. The inputs of
Pix2Pix [18] and CycleGAN [36] are revised to be the same as our
input. CycleGAN only captures some of the texture features of the
style and font. Thus, it fails in text destylization. Pix2Pix produces
irregular textures and fonts. Benefiting from the progressive grow-
ing strategy [19] and the WGAN-GP [14], our model is more stable
than Pix2Pix. Given that TET-GAN [30] involves the migration and
removal of the basic style without considering decorative elements,
the destylization of decorative text could fail because decorative el-
ements block the font. From these comparisons, we could conclude
that our model can not only reconstruct the details of text content,
but also eliminate the influence of decorative elements.

In addition to these comparative experiments, we present the
results of our model for more complex cases, as follows:
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Figure 2: Comparison with current more advanced methods. The first column is the style image with decorative elements
that the model inputs. The second column is the corresponding ground truth. The third column is the result of NST [12]. The
fourth column is the result of the Doodle [2]. The fifth column is the result of CycleGAN [36]. The sixth column is the result
of Pix2Pix [18]. The seventh column is the result of TET-GAN [30]. The last column is the result of our model.

• Same word, different fonts, same decoration. In this case, we
use different fonts with the same decoration for the same
word. We demonstrate that our model can remove deco-
rations for different fonts, and can be unaffected by font
changes. See Figure 3.

• Word combinations. In addition to dealing with individual
Chinese characters and English letters, our model can also
deal with simple vocabulary. See Figure 4.

• Sameword, different decorations.We use different decorative
elements to form different decorative styles for words with
the same background, to demonstrate the capability of our
model to remove decorative elements. As shown in Figure 5,
both Chinese characters and English letters are included.

4.2 Subjective and Objective Evaluations
We conduct a user survey and objective index calculation to prove
the superiority of our model over other models comprehensively
and objectively.

User Study. From the results of the qualitative experiments, we
randomly selected 100 groups of different text destylized renderings
to make the questionnaire. We receive 40 responses, among which
37 responses are vaild. A total of 3,700 votes are obtained. Our
model has 3276 votes, NST has 126 votes, Doodle has 48 votes,
CycleGAN has 6 votes, Pix2Pix has 73 votes, and TET-GAN has 171
votes. On the basis of the feedback results, we compute the vote
statistics and perform result comparisons, as shown in the Table 1.

Objective Indicators. We selected four metrics, namely, FID,
mIoU, RMSE and PSNR. FID is the mean value between the ground
truth and the generated value after extracting the feature vector, and

Figure 3: Same word, different font, same decoration. The
first and third lines have the same word, and four different
font styles can be seen. The second and fourth rows are the
destylized results of our model.

evaluating the distance of the covariance. The closer the generated
results are to the truth features, the smaller the square of the mean
difference is, the smaller their covariance is, and the smaller the



Figure 4: Word combinations. Destylized results of our
model for complex words.

Figure 5: Same word, different decorations. The first and
third lines respectively show two Chinese characters and
two English letters have three different styles of decorative
elements. The second and fourth rows are the destylized re-
sults of our model.

Table 1: Our user study results. The first and second column
are respectively the number of votes and the winning rate
of each method.

Method Votes Win Rate
NST 126 3.41%

Doodle 48 1.30%
CycleGAN 6 0.16%
Pix2pix 73 1.97%

TET-GAN 171 4.62%
Ours 3276 88.54%

Table 2: Model performance evaluation index.

Method FID mIoU RMSE PSNR
NST 285.8983 0.1416 0.0426 30.8222

Doodle 239.7642 0.2290 0.0408 30.6476
CycleGAN 250.3068 0.1197 0.0419 36.3651
Pix2pix 150.5688 0.5452 0.0422 38.2636

TET-GAN 83.5101 0.5677 0.0386 39.7569
Ours 21.0336 0.8746 0.0336 42.4457

Table 3: U-net refers to the network generator using U-
NET. Resnet-4, Resnet-6 and Resnet-8 respectively refer to a
ResNet network that uses four, six and eight residual blocks.
Au refers to the addition of auxiliary classifiers to the net-
work.

Method FID mIoU RMSE PSNR
U-Net 40.7418 0.6379 0.0371 40.4102

ResNet-4 108.7667 0.5169 0.0427 37.7571
ResNet-8 95.5848 0.6543 0.0401 37.2107
ResNet-6 38.8962 0.8659 0.0340 40.8679

ResNet-6+Au 23.6686 0.8993 0.0299 42.7519

sum of FID is. MIoU is the ratio of the intersection and union of
two sets of ground truth and generated values. The larger the mIoU
is, the more the intersection is and the closer the generated value
is to the ground truth. RMSE measures the root-mean-square error
between the generated value and ground truth. The smaller RMSE
is, the closer the generated value is to the ground truth. PSNR is
the peak signal-to-noise ratio of ground truth and the generated
value. The larger the PSNR is, the better the generated results are.
The performance of our model in comparison with that of the five
other models is shown in Table 2.

As can be seen from the experimental results in the table, our
model is superior to the five other models in four aspects in terms
of the decorative text destylization task.

4.3 Ablation Study
The architecture of our model comprises a generator, a discrim-
inator and an auxiliary classifier. In this section, we discuss the
influence of each part of our model. We verify the effect of differ-
ent model structures from three aspects: the influence of different
generators, number of residual blocks, and branches of auxiliary
classifier on the effect of the model.

U-Net and ResNet. We used U-Net and ResNet as model gen-
erators to perform experiments. The objective indicators of the
experimental results between U-Net and ResNet-6 are compared
in Table 3. Additional experimental results are provided in Supple-
mentary Materials.

Auxiliary classifier. We verify the role of the auxiliary classi-
fier by comparing the addition and non-addition of the auxiliary
classifier to the model. Table 3 compares the objective indicators
of the experimental results of ResNet-6 and ResNet-6+Au. From
the results, we can see that the helper classifier can be added to
help the model to learn additional details on the content. Other
experimental results are provided in Supplementary Materials.

Number of residual blocks. Our model uses ResNet as a gen-
erator. We set the number of residual blocks as 4, 6 and 8 in our
ablation study to verify the impact of the number of residual blocks
on the network. Table 3 compares the objective indicators of the ex-
perimental results of ResNet-4, ResNet-8 and ResNet-6. Additional
experimental results are provided in Supplementary Materials.
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Figure 6: The first line is the style images in the wild. The second line is the processing results of our model.

Figure 7: The first row is a text-style image. The second
row is the result of the C64-C128 discriminator experiment.
The third row is the result of the C64-C128-C256-C512-C512-
C512 discriminator experiment. The fourth row is the result
of the C64-C128-C256-C512 discriminator experiment.

Single-scale and multi-scale training. In the training pro-
cess, multi-scale training is adopted to cut out patches of 64, 128,
and 256 and send them into the model. A single-scale comparison
experiment is conducted with patch 256 to prove the effectiveness of
multi-scale training. The objective indicators of the different scale
training methods are compared in Table 4. Additional experimental
results are provided in Supplementary Materials.

Different Discrimators. In our model, the structure of the dis-
criminator is C64-C128-C256-C512. In order to compare the effects
of different discriminators on the model, ablation experiments of
three different discrimators were carried out. The other two dis-
criminators have the following structure: C64-C128 and C64-C128-
C256-C512-C512-C512. All other discriminators follow the same
basic architecture, with depth varied to modify the receptive field
size. The experimental results are shown in Figure 7.

Table 4: The first and second lines respectively show the re-
sults of the single-scale training and the multi-scale train-
ing.

Method FID mIoU RMSE PSNR
single scale 95.7025 0.2441 0.0405 38.0133
multiple scale 23.6686 0.8993 0.0299 42.7519

Table 5: Discrimator1 is C64-C128. Discrimator2 is C64-
C128-C256-C512-C512-C512.

Method FID mIoU RMSE PSNR
Discrimator1 55.0458 0.8244 0.0375 42.2382
Discrimator2 90.7623 0.7737 0.0396 40.7921

Ours 23.6686 0.8993 0.0299 42.7519

4.4 Unseen Styles
We also collected 1K artistic text of various text effects from the
Internet. These styled text effects in the wild are used to verify the
generalization of our model. The experimental results are shown
in Figure 6. As can be seen from the results, our model performs
well in the unseen style data.

5 CONCLUSION
In this study, we address the problem of destylization of decorative
text and propose a novel framework for the text destylization. Our
network combines residual block and PatchGAN. At the same time,
we demonstrate the advantages of our model in the destylization of
decorative text from three aspects, namely, comparative experiment,
user study and performance evaluation. Finally, we show the results
of the model for some more complex cases, and show more of the
application of the model.
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