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ABSTRACT

The key to efficient person search is jointly localizing pedestrians

and learning discriminative representation for person re-identification

(re-ID). Some recently developed task-joint models are built with

separate detection and re-ID branches on top of shared region fea-

ture extraction networks, where the large receptive field of neurons

leads to background information redundancy for the following

re-ID task. Our diagnostic analysis indicates the task-joint model

suffers from considerable performance drop when the background

is replaced or removed. In this work, we propose a subnet to fuse the

bounding box features that pooled from multiple ConvNet stages in

a bottom-upmanner, termed bottom-up fusion (BUF) network.With

a few parameters introduced, BUF leverages the multi-level features

with different sizes of receptive fields to mitigate the background-

bias problem. Moreover, the newly introduced segmentation head

generates a foreground probability map as guidance for the network

to focus on the foreground regions. The resulting foreground at-

tention module (FAM) enhances the foreground features. Extensive

experiments on PRW and CUHK-SYSU validate the effectiveness of

the proposals. Our Bottom-Up Foreground-Aware Feature Fusion

(BUFF) network achieves considerable gains over the state-of-the-

arts on PRW and competitive performance on CUHK-SYSU.
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Figure 1: Illustration of the background-bias problem. The

first row shows the scene images with the bounding boxes

of a person in PRW, where blue and green denote query

and ground truth. The second row shows the Top-8 output

matches given by the baseline, in which identification head

and detection head share the RoI features. Bounding boxes

with green and red boundary denote true positive and false

positive, respectively. As we can observe, the false positives

are in the same scene as the query, which indicates that the

re-ID features encode redundant background information.

the 28th ACM International Conference on Multimedia (MM ’20), October

12–16, 2020, Seattle, WA, USA. ACM, New York, NY, USA, 9 pages. https:
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1 INTRODUCTION

Person search aims at retrieving a certain person among video

frames, which involves both pedestrian localization and re-ID. As

a subtask, re-ID [30, 39] is a technique that matches person im-

ages across cameras. It has wide application in video surveillance,

such as person retrieval [30, 39], multi-target-multi-camera track-

ing [26, 37] and activity recognition [21], etc. Although re-ID has

achieved significant progress in recent years [4, 10, 28, 33], the gap

between this task and real application is still considerable. One

reason is that current re-ID methods are carried out upon high-

quality bounding boxes either from filtered detections or human

annotations [18, 31, 38]. In real-world systems, detection results are

far from perfect, which include false alarms, missing detection and

inaccurate localization. To eliminate the gap, researchers [34, 40]

propose to tackle detection and re-ID in a joint framework, also

known as the task of person search.
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Main-stream approaches to person search can be categorized

into two groups of task-joint and task-cascaded methods, differen-

tiated by learning re-ID representation from the feature maps of

scene images or from the cropped image of pedestrian boxes. The

task-joint methods [2, 20, 23, 34, 36] develop a multi-task model, in

which detection and re-ID share the backbone. Upon the backbone,

there are two branches. The pedestrian detection branch performs

bounding boxes binary classification and regression, which are then

used to pool Region of Interest (RoI) features from the backbone

(a.k.a RoI Pooling [9] in detection) and send it to a separate re-

ID branch for identification features extraction. The task-cascaded

methods [3, 12, 16, 40] formulate it as a cascaded framework. In

the pipeline, a pedestrian detector first takes a full-size video frame

as input and produces bounding boxes of pedestrians. Then these

image patches are cropped from the frame, resized, and fed to a fol-

lowed re-ID model for extracting identification features. Although

the joint framework sets the need for coping with task compat-

ibility, bounding box scales, as well as optimization balance, the

task-joint group enjoy the advantage of saving model parameters

and fast inference [13].

Our work falls into the task-joint group and shares the backbone

between detection and re-ID tasks. In this paper, we identify a factor

caused by previous implementation that has negative impact on

re-ID feature learning. As illustrated in Fig. 1, we analyze failure

cases during testing and discover that when searching in the gallery

set, The task-joint baseline model tends to return those bounding

boxes with scene background similar to or exactly the same as the

query one, although the identities are different from, and dissimilar

to, the query person. To investigate the influence of the background

information to existing task-joint methods, we create background-

influence datasets [29] using the foregroundmasks which generated

by setting the regions inside the bounding boxes to 1 while others

to 0. We found that the commonly used task-joint baseline suffers

from considerable performance drop when the background is re-

moved or replaced. This indicates that the re-ID features encoding

excessive information of the scene context, which is unexpectedly

overwhelming and conceals the identity information within the

bounding box. The features of RoI that sent to the re-ID head are

pooled from the backbone, which has a large receptive field and

has the ability to capture information beyond the bounding box.

Consequently, in the feature space, the same background pull closer

pedestrians of different identities while distinct background push

away those of the same identity. It could be the reason that causes

the problem illustrated in Fig. 1. For disentangled feature learning

and robustness to background variation, we argue that the final

re-ID features of a bounding box should not capture the relevance

between background and the box.

Since the receptive field of the neurons becomes larger as the

ConvNets[6, 17] deepen, it is intuitive to exploit the features of

shallower layers for mitigating the background-bias. In this paper,

the goal of the proposed bottom-up fusion subnet is to leverage the

ConvNet′s multi-scale features while pursuing semantic alignment

at the same scale. To achieve this goal, we rely on an architec-

ture that fuses large receptive field, semantically strong features

with small receptive field, semantically weak features via a bottom-

up pathway and transform layers (Fig. 3(c)). Moreover, with the

weak box-wise annotated masks for training, the newly introduced

segmentation head generates foreground probability map as guid-

ance to help the network focusing on the regions of foreground.

Extensive experiments on the original and background-influence

datasets demonstrate the effectiveness of our proposed methods on

mitigating the background-bias.

The main contributions of this paper can be summarized as three-

fold. 1) A bottom-up fusion subnet is proposed to fuse features with

different size of receptive field from multiple ConvNet stages, so as

to mitigate the background-bias problem. 2) A foreground attention

module is proposed to guide the network to learn discriminative

representation by focusing on the visual appearances of pedestrians.

3) Extensive experimental results show that the proposals achieve

the new state-of-the-art performance on PRW and competitive

performance on CUHK-SYSU.

2 RELATEDWORKS

In this section, we review literatures on pedestrian detection and

person search.

Pedestrian Detection Traditional pedestrian detectors gener-

ally involve hand-crafted features and linear classifiers. Represen-

tative methods include HOG [5], DPM [8] and ACF [7], etc. Along

with the development of deep learning, extensive CNN based mod-

els have been developed to achieve fast and accurate detection.

The pioneering work R-CNN [9] adopts selective search to gen-

erate proposals, CNN to extract features for each, and SVM to

perform classification. The following work Fast R-CNN [9] im-

proves detection efficiency largely by sharing feature maps of pro-

posals. To make the proposal generation tunable by the loss func-

tion, an end-to-end framework Faster R-CNN [25] is devised. It is

a widely adopted model in many applications, including person

search [3, 16, 20, 23, 34, 36]. The detector in our framework is also

based on Faster R-CNN.

Person Search The re-ID benchmarks [18, 31, 38] are based on

hand-cropped person images or filtered detections, which makes it

far from practical application. In real scenario, a system is required

to search a person among video frames, where detection errors

could be detrimental to re-ID algorithms. Person search is the task

to meet this requirement of a jointly optimized framework and two

large-scale benchmarks PRW [40] and CUHK-SYSU [34] are intro-

duced. Xu et al. [35] first introduces this task with sliding window

searching based on hand-crafted features. Zheng et al. [40] analyze

various combinations of detectors and re-ID methods, as well as

how detection could be beneficial to assist final ranking.Task-joint

Methods To reach an efficient and jointly optimized approach for

person search, Xiao et al. [34] extend an identification head parallel

to bounding box classifier of Faster R-CNN. Liu et al. [20] develop a

neural person search machine that starts from the full gallery image

and iteratively narrow its region of interest till the person is cor-

rectly located. Chang et al. [2] utilize a similar searching framework,

where a reinforcement learning based agent is trained to perform

location. To ensure robust person search under large gallery size,

Yan et al. [36] emphasize neighboring co-travelers, with a context

graph to model the global similarity of probe-gallery pairs. Mun-

jal et al. [23] utilize query image as guidance in a thorough way

when searching the target person in a gallery image. They imple-

ment query context modulated backbone, query-relevant proposals
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Figure 2: (a) Examples of the original CUHK-SYSU and the synthesized background-influence datasets. (b) mAP and rank-1

results on CUHK-SYSU. The baseline model is trained on the original CUHK-SYSU, then evaluated on the five datasets. (c)

Analogous results on PRW. We use the ground-truth bounding boxes for evaluation.

and re-ID similarity score based non-maximum suppression (NMS).

Task-cascaded Methods Lan et al. [16] consider the wide range

of scales in detected persons and construct an in-network feature

pyramid to solve the multi-scale matching problem. Chen et al. [3]

develop a two-stream feature extraction network operating on both

original bounding box and foreground of the box to obtain enriched

representation. These methods use separate pre-trained pedestrian

detectors and only learn the re-ID networks, thus are not end-to-

end trainable. Recently, Hanet al. [12] propose to refine localization

using re-ID training loss, in which way person-to-person clutter can

be reduced while accessory could be appropriately encompassed

for re-ID feature extraction.

3 INVESTIGATIONS ON BACKGROUND-BIAS

In this section, we conducts quantitative analysis on the background-

bias problem. We firstly create four types of datasets based on the

existing dataset (3.1), then the commonly used baseline model is

evaluated on the synthesized datasets to investigate the influence

of background on re-ID (3.2).

3.1 The background-influence datasets

The mean background (MB), random background (RB), random

foreground (RF), and mean foreground (MF) datasets are created

based on the original dataset and the bounding boxes annotations.

Examples of the datasets are illustrated in Fig. 2 (a).

Let the regions outside the boxes be background, and the regions

inside the boxes be foreground.MB images are obtained by setting

the background region to the mean pixel values of ImageNet [6],

while keeping the foreground (pedestrians) unchanged. On the

contrary,MF image sets foreground to the mean pixel values but

keeps the background region. The visual appearances of the pedes-

trians are removed. RF image fills the foreground region with the

randomly sampled pixels from the original image. As for the RB

dataset, we adopt different strategies for PRW and CUHK-SYSU. On

PRW, the images are collected from six immobile cameras, it is thus

convenient to obtain the six pure-background images in which there

are no pedestrians. We paste the bounding boxes into a randomly

sampled pure-background image captured from a different camera.

On CUHK-SYSU, most of the images are captured from a moving

camera, the background varies a lot but the same identity usually

lies in the same background. We simply paste the probe bounding

box into the location of a bounding box in a different scene image,

and keep the gallery set unchanged.

3.2 Influence of background to re-ID

We conduct experiments based on the baseline model (4.1) and use

the ground-truth bounding boxes for test. The accuracies of the

model trained on the original dataset are shown in Fig. 2 (b) and

(c). On MB dataset, with only the background removed, the rank-1

accuracy decreases by 4.1% and 5.7% on CUHK-SYSU and PRW,

respectively. On RB dataset, the background has changed, both the

mAP and rank-1 performance drop significantly. For example, the

rank-1 accuracy drop by a large margin of nearly 23% from 87.38%

to 64.14% on CUHK-SYSU (from Origin to RB in Fig. 2 (b)). On RF

dataset, the foreground is full of random noise that humans cannot

distinguish, but the model achieves high mAP accuracy of 22.41%

on CUHK-SYSU. On MF dataset, although the discriminative visual

appearances of the pedestrians are removed, the rank-1 accuracies
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Figure 3: The proposed BUFF is a multi-task network for joint pedestrian detection (red dataflow) and re-ID presentation

learning (blue dataflow). The input scene image forwards through the conv1 to conv4 of ResNet50 and produces feature maps

𝑋 𝑙 at 𝑙-th layer. In (a), 𝑋 3 is converted by a 1 × 1 𝑐𝑜𝑛𝑣 layer to obtain the foreground probability map 𝑎. Then in (b), the FAM

takes 𝑋 𝑙 and 𝑎 as input and produce 𝑋 𝑙 in a residual manner. In the bottom-up fusion stream, i.e., (c), the RoI pooling layer is

connected to 𝑋 𝑙 for pooling the RoI features 𝐹 𝑙 . After that, 𝐹 𝑙−1 is transformed by T -𝑙 to have the same shape with 𝐹 𝑙 , then the

RoI features are merged by element-wise max. The transform layer T -𝑙 is a residual block that consists of three convolutional

layers and a residual connection. The RPN on the top of conv4 generates proposals for the all the RoI pooling layers.

on CUHK-SYSU and PRWmuch higher than 1
#𝑏𝑏𝑜𝑥𝑒𝑠 , where #bboxes

is the number of ground-truth bounding boxes in gallery.

The large receptive field of RoI features of higher semantic level

biases the re-ID feature towards capturing redundant relevance

between background and the visual appearances of pedestrians. It

makes the trained model overfitting on the original dataset, but fail

in real-world application where the background of the same peron

can be quite different. Therefore, it is necessary to improve the re-ID

feature extraction mechanism in the person search framework.

4 THE PROPOSED FRAMEWORK

This section presents the technical details on the proposed model

termed BUFF. As shown in Fig. 3, BUFF builds two streams for

detection and re-ID, which aims to pursue these two tasks in a joint

optimization framework (Sec. 4.1). With the need of only weak box-

wise annotated masks for training, the foreground segmentation

head generates foreground probability map as guidance to help the

network focusing on the regions of foreground (Sec. 4.2). Finally, a

novel bottom-up fusion network is proposed to exploit the features

of the shallow layers, so as to mitigate the background-bias and

learn discriminative re-ID representation (Sec. 4.3).

4.1 Baseline

We first introduce the baseline model used in this paper. The base-

line is built with a shared Region Feature Extraction (RFE) network

followed by two separate heads, i.e., a detection head and a re-ID

head. As illuminated in the detection stream of Fig. 3, the RFE

network consists of conv1 to conv4 of ResNet50 [14], and a stan-

dard Region Proposal Network (RPN) [25]. Given an input image,

the conv4 layer produces a tensor 𝑇 ∈ R𝑑×ℎ×𝑤 , which can be in-

terpreted as dense 𝑑 channels of feature maps with ℎ ×𝑤 spatial

resolutions. The RPN is bulit on 𝑇 to detect pedestrian candidates,

where a 512 × 3 × 3 convolutional layer is added to transform

𝑇 and 9 anchors is assigned at each spatial location of the trans-

formed feature maps. Then a softmax classifier and a linear layer

are respectively performed for bounding boxes binary classification

and regression. After Non-Maximum Suppression (NMS), the RPN

outputs 128 proposals for the following RoI pooling layer, which

Session H2: Multimedia HCI, Multimeda Scalability  
and Management, & Multimedia Search and Recommendation

MM '20, October 12–16, 2020, Seattle, WA, USA 

3407



produces RoIs feature maps of spatial resolutions 14 × 7, denoted

as 𝐹 ∈ 𝑅128×𝑑×14×7.
In the detection head, i.e., RCNN, 𝐹 passes through a conv layer

and produces 𝐹𝑑𝑒𝑡 ∈ 𝑅128×256×7×4. 𝐹𝑑𝑒𝑡 is firstly reshaped to 𝐹𝑑𝑒𝑡 ∈

𝑅128×𝑑 , where 𝑑 = 256 × 7 × 4, then a fully-connected (FC) layer

is applied to extract detection features 𝑓𝑑𝑒𝑡 ∈ 𝑅128×256. Finally, a
softmax classifier is used to distinguish between person and non-

person, and a linear regression is applied to refine the bounding

boxes locations.

In the re-ID head, the conv5 of ResNet50 is connected to 𝐹
and outputs high sematic level feature, which is denoted by 𝐹ℎ ∈

𝑅128×2048×7×3. Then forwards 𝐹ℎ through global average pooling

(GAP) layer to produce feature 𝑓ℎ ∈ 𝑅128×2048 as re-ID represen-

tations. In inference, the 𝐿2-normalized re-ID feature are used for

computing cosine similarities.

4.2 Foreground-Aware Feature Learning

We propose foreground-aware feature learning to reduce the rele-

vance between background and the visual appearances of pedes-

trians. The foreground segmentation head produces a foreground

probability map indicating the likelihood of residing on pedestrian

or background. Then we approach foreground attention module

(FAM) which uses the foreground probability map to illuminates

the foreground in the input feature maps for the following re-ID

feature learning.

Foreground Segmentation. We add foreground segmentation

head to conv3 in the detection stream. The segmentation head

consists of a single convolutional layer with 1 × 1 kernel and a

Sigmoid activation layer. It takes as input feature maps of conv3,

i.e., 𝑋 3, and outputs a single channel foreground probability map,

denoted as 𝑎. We use the abundance of bounding box annotations

available in person search datasets to generate weak segmentation

ground truth masks. Given a scene image and the corresponding

bounding boxes annotations, it is convenient to obtain the box-wise

masks by set the regions inside boxes to 1 while others to 0. As

this work [1] points out, pixel-wise mask not offer a significant

advantage over box-wise when placing the segmentation head at a

higher level of the network. Since the ground-truth mask has been

pooled significantly, the differences between these two kinds of

annotations is diminished. The loss function that used to train the

segmentation head is the binary cross-entropy, given by

𝐿𝑠𝑒𝑔 = −
1

𝑁

𝑁∑

𝑖=1

𝑦𝑖 ∗ 𝑙𝑜𝑔(𝑥𝑖 ) + (1 − 𝑦𝑖 ) ∗ 𝑙𝑜𝑔(1 − 𝑥𝑖 ) (1)

where 𝑦𝑖 is the annotation label, 𝑥𝑖 is the foreground probability

and 𝑁 denotes the number of spatial resolutions.

Foreground Attention Module (FAM). Given the foreground

probability map 𝑎 generated by the foreground segmentation head,

it is feasible to use it as the guidance for foreground attention.

As illustrated in the bottom right of Fig. 3, i.e., (c), we put the

attention mechanism inside the residual branch in a residual block.

Specifically, given the feature maps 𝑋 𝑙 of conv-l and foreground

probability map 𝑎, FAM outputs 𝑋 𝑙 as the foreground-aware re-ID

features. Formally, 𝑋 𝑙 is computed as

𝑋 𝑙 = 𝑋 𝑙 + 𝑋 𝑙 ⊗ 𝑎𝑙 (2)

where ⊗ denotes spatial attention. This mechanism help the net-

work focusing on pedestrians in the input images for learning more

discriminative features for describing person visual appearance.

4.3 Bottom-Up Fusion (BUF)

Since the receptive field of the neurons becomes larger as the net-

work deepens, it is intuitive to exploit the features of the shallower

layers for learning background-insensitive representation. The goal

of BUF is to leverage the ConvNet′s multi-scale features, which

have the receptive field from small to large, and build the fusion

architecture.

The feed-forward of the detection backbone computes a feature

hierarchy, which consists of feature maps at several scales with

a scaling step of 2. Before the BUF, the multi-scale feature maps

pass through FAM to form the foreground-aware features, denoted

as {𝑋 1, 𝑋 2, 𝑋 3, 𝑋 4}. The construction of our fusion architecture

involves a bottom-up pathway and feature transforms, as intro-

duced in the following. For each positive proposal generated by

the RPN, the corresponding RoI feature patches 𝐹 𝑙 ∈ 𝑅𝑑×ℎ×𝑤 is

extracted from 𝑋 𝑙 using RoI pooling. After that, a transform layer

is connected to 𝐹 𝑙−1 and outputs 𝐹 𝑙−1 which has the same shape

with 𝐹 𝑙 . The transform layer is a residual block consists of three

convolutional layers and a residual connection. Then 𝐹 𝑙−1 and 𝐹 𝑙

are merged by element-wise max. We call the transform layer and

the followed element-wise max a fusion stage. Each fusion stage

merges two RoI feature maps that of different semantic levels. The

feature map from a shallower layer is of low-level semantic, and

its discriminability is enhanced via the transform layer. Finally, the

aggregated feature 𝐹𝑎 , i.e., the output of conv5, forwards through
global average pooling layer to produce 𝑓 ∈ 𝑅2048 as final re-ID rep-

resentation. With only a few parameters (about 2M) introduced, the

BUF achieves significant improvement on both of the two datasets.

4.4 Objective Function

The identification loss used in this paper is the Online Instance

Matching (OIM) [34] loss, which is a commonly used loss func-

tion in person search. The pedestrian detection model consists of

RPN and the detection head, i.e., the conv and FC layer. Following

the standard training setting of object detection[25], the learning

objective of detection can be written as follows,

𝐿𝑑𝑒𝑡 = 𝐿
𝑟𝑝𝑛
𝑐𝑙𝑠

+ 𝐿
𝑟𝑝𝑛
𝑟𝑒𝑔 + 𝐿𝑐𝑙𝑠 + 𝐿𝑟𝑒𝑔 (3)

where 𝐿𝑐𝑙𝑠 and 𝐿𝑟𝑒𝑔 are computed at the top of the detection head.

The overall optimization objective for the learning scheme is given

as follows,

𝐿 = 𝐿𝑑𝑒𝑡 + 𝐿𝑠𝑒𝑔 + 𝜆 ∗ 𝐿𝑜𝑖𝑚 (4)

where 𝜆 is the trade-off hyperparameter and we use 𝜆 = 0.5 in all

experiments.

5 EXPERIMENTS

The experiments are performed on two large-scale person search

datasets, i.e., PRW[40] and CUHK-SYSU[34]. In this section, we first

introduce the datasets, evaluation protocols, and some implementa-

tion details. Then ablation study is conducted to verify effectiveness
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Table 1: Ablation study on the key components of BUFF. We report the mAP, rank-1 accuracies of re-ID and recall of the

pedestrian detector. Detected indicates testing with the proposals produced by the detector, while Labeled means testing with

the ground-truth bounding boxes. The gallery size of 100 and 4000 are reported on CUHK-SYSU, while the whole gallery set

of PRW serves as the search space.

Method
PRW CUHK-SYSU

gallery size=6112 gallery size=100 gallery size=4000
mAP rank-1 recall mAP rank-1 recall mAP rank-1

Detected
𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 36.3 74.5 96.6 84.3 84.8 98.9 65.4 69.0
+𝐵𝑈𝐹 41.9 80.2 96.4 89.8 90.7 98.7 75.5 78.3
+𝐹𝐴𝑀 (BUFF) 42.2 81.0 96.7 90.7 91.6 98.7 77.6 80.1

Labeled
𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 38.5 76.4 100 86.9 87.4 100 68.3 71.3
+𝐵𝑈𝐹 43.3 81.4 100 91.2 91.7 100 76.9 79.3
+𝐹𝐴𝑀 (BUFF) 44.4 82.4 100 92.2 92.8 100 78.9 81.6

of the components in our approach, followed by experimental re-

sults with comparison to the state-of-the-art methods.

Table 2: Training, gallery and query splits of PRW and

CUHK-SYSU. #ped. w/ID denotes the number of pedestrian

bounding boxes that annotated with IDs.

Dataset split #frame #ID #ped. w/ID #ped. w/o ID

PRW
train 5,704 482 14,907 3,141
gallery 6,112 450 19,127 5,935
query 2,057 450 2,057 0

CUHK-SYSU
train 11,206 5,532 15,085 40,187
gallery 6,978 2,900 8,345 32,526
query 2,900 2,900 2,900 0

5.1 Datasets and Evaluation Protocols

The datasets statistics and split protocols are shown in Table 2.

PRW contains 43,110 pedestrian bboxes in 11,816 scene images,

which are captured by six cameras with different viewpoints in

a university. CUHK-SYSU contains 18,184 scene images, labeled

with 8,432 identities and 96,143 bounding boxes. The images either

captured in an urban city by hand-held cameras or collected from

movie snapshots. In the training set, CUHK-SYSU contains much

more IDs and ID unknown bounding boxes (40,187 against 3,141 in

PRW), but less bounding boxes per ID (2.7 against 31 in PRW). In

test, the whole gallery set of PRW serves as the search space for

each query, while gallery size of 100 is commonly used for CUHK-

SYSU. Evaluation protocol For re-ID, we adopt the Cumulative

Matching Characteristic (CMC) [11] and mean Average Precision

(mAP) [38] as performance metrics. For pedestrian detection, Recall

is used to measure the performance of pedestrian detector.

5.2 Implementation Details

Model. We adopt ResNet50 [14] that pre-trained on ImageNet [6]

as the base model. It is noted that we follow the setting in OIM [34]

that fix the first 7×7 convolution layer and the batch normalization

(BN) layers as constant affine transformations, while keep the other

BN layers as normal. In the re-ID stream, we adopt the first residual

block of conv2, conv3, and conv4 as T2, T3, and T4,respectively. The

parameters are not shared with the detector. The weights of all the

fully-connected layer are randomly initialized.

Data Preprocessing. The input scene images are re-scaled such

that their shorter side is 600 pixels. For data augmentation, standard

horizontal flipping is used during the training stage.

Optimization. We utilize PyTorch[24] to implement the overall

framework. The stochastic gradient descent (SGD) optimizer with

momentum of 0.9 is employed. The batch size and weight decay

is set to 4 and 1 × 10−4 respectively. The number of proposals of

each image is set to 64 and the fraction of positive proposal is 0.5.

We adopt the anchor scales of {8, 16, 32} and aspect ratios of {1, 2}.

The whole network is end-to-end trained for 5 epochs with a base

learning rate of 0.001 which is reduced by a factor of 10 after the

fourth epoch. On PRW (totally 11,408 training images, including

the flipped images), the person search model consumes about 3.5

hours with a NVIDIA TITAN Xp GPU.

5.3 Ablation Study

In this section, we investigate the effectiveness of each component

in the BUFF network by conducting analytic experiments on PRW

and CUHK-SYSU. As shown in Table 1, we observe from the second

row that BUF brings significant mAP and rank-1 promotion. For

examples, the rank-1 accuracy is respectively increased by 5.7%

(from 74.5% to 80.2%) and 6%(from 84.8% to 90.7%) on PRW and

CUHK-SYSU. Such promotion benefits from two aspects. On the one

hand, BUF combines the shallow layer′s features that capture less

background information to form a more discriminative representa-

tion. On the other hand, the re-ID features are extracted from the

newly introduced bottom-up fusion stream and re-ID and detection

no longer share the features. Because the detection task treats the

persons with distinct identities as the same category and learns the

common representation of persons, while re-ID dedicates to distin-

guish these identities by learning fine-grained and discriminative
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Table 3: The mAP and CMC rank-1 accuracies on the orig-

inal and the background-influence datasets (Sec. 3.1). Note

that the ground-truth bounding boxes are used for evalua-

tion. Bsl is the baseline model.

Method
Origin MB RB

mAP rank-1 mAP rank-1 mAP rank-1
PRW

𝐵𝑠𝑙 38.5 76.4 31.0 70.7 31.7 69.8
𝐵𝑈𝐹𝐹 44.4 82.4 39.0 79.3 39.1 77.4

CUHK-SYSU
𝐵𝑠𝑙 86.9 87.4 83.0 83.2 66.5 64.1
𝐵𝑈𝐹𝐹 92.2 92.8 87.2 87.9 81.3 82.0

Figure 4: Performances of BUF (dashed line) and BUF using

single-level feature (solid line) on PRW. 𝐵𝑈 𝐹𝑐1 indicates BUF
only takes the feature produced by conv1 as input in both

training and test stages.

features. We believe the efficiency and simplicity of our method will

benefit future research of person search and related applications.

The results of +FAM shows that the FAM achieves considerable

accuracy margin of 0.3% and 0.9% in mAP, 0.9% and 0.9% in rank-

1 on PRW and CUHK-SYSU, respectively. This demonstrates the

importance of removing the background information outside the

bounding boxes in the procedure of re-ID feature learning.

5.4 Results on Background-Influence Datasets

We further evaluated our BUFF on the mean-background (MB) and

random-background (RB) datasets to test its performance against

the background-bias problem. The results are shown in Table. 3.

We observe that, compared to the baseline (Bsl), the BUFF net-

work 1) closes the performance gap between the Origin and MB,

RB datasets. For example, when evaluating on RB dataset of CUHK-

SYSU, the mAP of baseline drops by a larger margin than BUFF

(20.4%(86.9-66.5) vs. 10.9%(92.2-81.3)). 2) achieves significant im-

provement on both the MB and RB datasets. For instance, on the

RB of PRW, the mAP increases by 7.4% from 31.7% to 39.1%. The

comparisons demonstrates the BUFF model can be more suitable

for real-world applications where the testing scenarios have quite

different background.

Table 4: Component analysis on PRW and CUHK-SYSU. We

report the results evaluated with detected bounding boxes.

Method
PRW CUHK-SYSU

mAP rank-1 mAP rank-1

𝐵𝑠𝑙 + 𝐹𝐴𝑀 38.2 76.2 87.1 88.1
𝐵𝑈𝐹𝑐4(bsl) 36.3 74.5 84.3 84.8
𝐵𝑈𝐹𝑐3,4 41.0 78.8 89.5 90.3
𝐵𝑈𝐹𝑐2,3,4 42.6 80.1 89.5 90.4
𝐵𝑈𝐹𝑐1,2,3,4(BUF) 41.9 80.2 89.8 90.7

5.5 Component Analysis

Effect of FAM. We study the effect of FAM by conducting the

Bsl+FAM experiment. The difference between Bsl+FAM and Bsl

model is that Bsl+FAM adds a FAM on the top of the conv4. Thus

the bounding box features for re-ID are pooled from the foreground-

aware feature maps, i.e., the output of FAM. As shown in Table. 4,

the Bsl+FAM (first row) achieves considerable performance gains

over the baseline model, the results of which are shown in the

second row. On CUHK-SYSU, the FAM brings improvement of 2.9%

and 3.3% for mAP and rank-1, while on PRW, the mAP and rank-1

are improved by 1.8% and 1.7%, respectively.

Effect of BUF. In BUFF, we exploit features from several stages of

the ConvNet for learning re-ID feature. Here, we conduct experi-

ments to validate the effectiveness of features from different stages.

In Table. 4, the 𝐵𝑈 𝐹𝑐3,4 indicates the BUF exploits features of conv3
and conv4 for feature fusion. Thus 𝐵𝑈 𝐹𝑐4 represents the baseline
(bsl) model. Compared to 𝐵𝑈 𝐹𝑐4, the mAP of 𝐵𝑈 𝐹𝑐3,4 increases

by 3.7% from 36.3% to 41.0% on PRW and by 5.2% from 84.3% to

89.5% on CUHK-SYSU. When the features of conv2 (the fourth row)

and conv1 (the last row) are combined, the rank-1 performance is

further improved. We observe that the 𝑐𝑜𝑛𝑣1 features bring a small

margin of gains on the two datasets. That is because we follow the

setting in OIM [34] to fix the parameters of 𝑐𝑜𝑛𝑣1 layer. Moreover,

as shown in Fig. 4, we compare the performances of single-level and

the fused features. 𝐵𝑈 𝐹𝑐𝑖 (𝑖 ∈ 1, 2, 3) outperforms 𝐵𝑈 𝐹𝑐4 by a con-

siderable margin, that indicates the potential to exploit the features

of shallower layers for re-ID representation enhancement. The BUF

(dashed line) achieves superior performance than 𝐵𝑈 𝐹𝑐𝑖 , which
validates the effectiveness of the bottom-up fusion mechanism.

5.6 Comparison with State-of-the-art Methods

In this section, we compare results of the proposed BUFF network

with the state-of-the-art methods on PRW and CUHK-SYSU. The

comparison methods are grouped into task-joint (denoted as Y )

and task-cascaded (denoted as N ). The task-joint group including

OIM [34], IAN [32], NPSM [20], LCG [36] and QEEPS [23]. The

task-cascaded methods adopt two separate steps of detection and

re-ID. In this group, MGTS [3] uses VGGNet [27] based Faster R-

CNN [25] detector, CLSA [16] employs vanilla Faster R-CNN, while

RDLR [12] uses Faster R-CNN with FPN [19].

Evaluation on PRW. In Table 5, we report the results on PRW.We

observe that 1) Compared to the task-joint methods, our methods

exceeds the second best model QEEPS [23] by 5% mAP and 4.3%

rank-1. The BUFF network achieves 81.0% rank-1, which sets new

state-of-the-art results on PRW dataset. We believe that such per-

formance gain benefits from mitigating the background-bias and
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Table 5: PRW evaluation, where Y and N denotes task-joint

and task-cascaded method, respectively. The shorter sides

of input images are resized to 600 pixels, and the best per-

formances are in bold.

Methods Publication Type mAP rank-1

OIM [34] CVPR17 Y 21.3 49.9
IAN [32] PR19 Y 23.0 61.9
NPSM [20] ICCV17 Y 24.2 53.1
LCG [36] CVPR19 Y 33.4 73.6
QEEPS [23] CVPR19 Y 37.1 76.7
CLSA [16] ECCV18 N 38.7 65.0
MGTS [3] ECCV18 N 32.6 72.1
RDLR [12] ICCV19 N 42.9 70.2

BUFF Y 42.2 81.0

Table 6: Evaluation on CUHK-SYSU with gallery size of 100.

Results ofmAP (%) and top-1(%) accuracies are reported. The

shorter sides of input images are resized to 600 pixels.

Methods Publication Type mAP rank-1

OIM [34] CVPR17 Y 75.5 78.7
IAN [32] PR19 Y 76.3 80.1
NPSM [20] ICCV17 Y 77.9 81.2
RCAA [2] ECCV18 Y 79.3 81.3
I-Net [15] ACCV18 Y 79.5 81.5
QEEPS [23] CVPR19 Y 84.4 84.4
LCG [36] CVPR19 Y 84.1 86.5
MGTS [3] ECCV18 N 83.0 83.7
CLSA [16] ECCV18 N 87.2 88.5
RDLR [12] ICCV19 N 93.0 94.2

BUFF Y 90.6 91.6

enhancing the discriminative capability of re-ID representation. 2)

The task-cascaded methods do not suffer from the background-bias

problem, because the re-ID model takes the cropped pedestrian

boxes as input. The BUFF network obtains comparable mAP with

RDLR (42.2𝑣𝑠.42.9) and outperforms MGTS by 8.9%(81.0 − 72.1) in
rank-1, which demonstrates the advantage of training detection

and re-ID in a joint manner.

Evaluation on CUHK-SYSU. Table 6 shows the results on CUHK-

SYSU with gallery size of 100. Our BUFF network outperforms most

of the previous methods, including the task-cascaded methods, e.g.,

MGTS and CLSA. It is noted that the mAP and rank-1 accuracies

of RDLR outperform all the compared methods, including the pro-

posed BUFF, by a considerable margin. RDLR is a task-cascaded

method that has a separated re-ID model, it is thus convenient

to introduce existing techniques from re-ID domain, e.g., bag-of-

tricks [22], to obtain a high-performance re-ID model. For examples,

the mAP of their baseline is 8% better than ours on CUHK-SYSU

(92.2% vs. 84.2%). However, the proposed BUFF network extracts

re-ID features from the feature maps of the scene images rather

than the bounding boxes images. Therefore, it is inflexible to ap-

ply those tricks, e.g., random erasing [41]. The performance gap

between RDLR and BUFF is acceptable, because BUFF simplifies

the training procedure and enjoys faster inference.

Comparison of efficiency. In Table. 7, we compare the number

of model parameters and the average time taken by the models to

process a single gallery image. The models are all evaluated with

Table 7: Comparison of efficiency on PRW. The input image

size is set to 600 × 1000 (height × width).

Method Parameters (M) GPU Time (sec)

Baseline 35.05 TITAN Xp 0.117
RDLR [12] 56.21 TITAN Xp 0.368
BUFF(ours) 37.01 TITAN Xp 0.127

ground truth bounding boxes. We observe that BUFF enjoys the

advantages of saving model parameters and faster inference, which

makes BUFF more practical than RDLR in realworld applications.

These advantages benefits from two aspects. Firstly, the BUF subnet

only introduce about additional 2M parameter while RDLR adopts

two ResNet50 for detection and re-ID respectively. Secondly, BUFF

simply use a conv combined with a FC layer as the RCNN while

RDLR uses conv5 of ResNet50. As a result, BUFF is nearly 3 times

faster than RDLR (0.127 sec vs. 0.368 sec), and saves 19M of model

parameters (56.21M−37.01M).

6 CONCLUSIONS

In this work, we conduct diagnostic analysis with the newly created

background-influence datasets to study the influence of background

on the task-joint baseline. Motivated by the study, we propose BUF

to fuse large receptive field, semantically strong features with small

receptive field, semantically weak features via a bottom-up pathway

and transform layers. The BUF can be implemented flexibly in an

end-to-end training framework. Moreover, we introduce FAM to

guide the network to pay attention to the foreground regions for

leanring discriminative visual representation. We show that it is a

promising way to enhance the re-ID representation from a respect

of feature pyramids, and the efficiency and simplicity of BUF will

benefit future research of person search and related applications.

In the future, we will explore how knowledge distillation can be

use to enhance the capability of the BUFF network.
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