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 Abstract - In this paper, we propose a weld seam recognition 
system based on structured light vision and ensemble learning. 
The proposed system consists of an industrial robot, a structured 
light vision sensor and a computer. The recognition procedures of 
proposed system include weld seam feature extraction and weld 
seam classification. In feature extraction part, the input images 
are processed by the following steps: noise filtration, laser stripe 
pattern extraction, main line extraction, edge points detection and 
feature computation. In classification part, ensemble learning 
models including BP-Adaboost and KNN-Adaboost are estab-
lished to classify the images by the feature extracted. The experi-
ment results validate the effectiveness and robustness of the pro-
posed recognition system. 
 
 Index Terms - weld seam type recognition, feature extraction, 
structured light vision, ensemble learning algorithm. 
 

I.  INTRODUCTION 

 Nowadays, with the trend of intelligent manufacturing, 
automatic and robotic welding is becoming increasingly popu-
lar in welding industry. However, full-automatic robotic weld-
ing system is yet to be effectively actualized. This is because 
the quality of automatic welding process is affected by factors 
including the disturbance from welding arc lights and splashes, 
the variety of weld seam structure, the weld seam distortion 
caused by welding heat and so on [1]. 
 In order to solve these problems, one of the most im-
portant procedures is to precisely acquire the structure infor-
mation of the weld seam using sensors. At present, different 
kinds of sensors have been applied in robotic welding, such as 
arc sensors [2], ultrasonic sensors [3], acoustic sensors [4] and 
vision sensors [5-7]. Among them, vision sensors are widely 
applied in welding process with the advantages of high preci-
sion and non-contact quality. Particularly, in arc welding envi-
ronment with optical disturbance, structured light vision sensor 
is considered a practical sensor due to its high accuracy, excel-
lent real-time and anti-interference ability [8]. 
 The structured-light images of different welding seam 
types are distinguishing from each other. Meanwhile, in robot-
ic welding, the selection of welding voltage, current, speed and 
other parameters is closely related to the welding seam type. 
Nevertheless, most of the vision systems in welding applica-
tion cannot automatically recognize weld seam types and re-
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quire manual input, which lowers the efficiency and adaptabil-
ity. Recently, some researchers have been studying on the au-
tomatic recognition of weld seam type based on structured-
light. Wang et al. [9] proposed a recognition method based on 
wavelet transform and probabilistic neural network. However, 
the design of weld seam features does not have the property of 
multi-scale invariance, thus lowers the adaptability. Fan et al. 
[10] proposed a weld seam type recognition system based on 
SVM classifier, which achieves the recognition with low com-
putation cost. Nevertheless, SVM is a binary classifier [11], 
which would make the model complex in multi-classification 
tasks. Therefore, it is necessary to develop a welding seam 
recognition method with ideal accuracy, efficiency and adapt-
ability. 
 Ensemble learning algorithm is a widely used algorithm 
for classification and prediction, which combines multiple 
machine learning algorithms to obtain better performance. The 
ensemble model has much stronger generalization ability and 
higher accuracy than the member learners [12]. Thus, ensem-
ble learning algorithm is chosen as the classification algorithm 
in proposed system. 
 In this paper, a weld seam recognition system based on 
structured light vision and ensemble learning is proposed. The 
proposed system possesses three properties. Firstly, the noises 
from the welding arc lights can be filtered out by multi-frame 
processing and specialized image filters. Secondly, a novel 
method of laser stripe and feature point extraction is proposed 
to precisely compute the feature vectors. Thirdly, ensemble 
learning algorithm based on Adaboost algorithm is adopted to 
solve the multi-classification problem. Therefore, with the 
proposed system, the weld seam type can be precisely and 
efficiently recognized in various working condition. Thus, the 
welding parameters can be automatically selected according to 
the weld seam type in the following welding procedures. 
 In the remainder of this paper, the experiment system is 
presented in Section II. The image processing and feature ex-
traction process is presented in Section III. Section IV presents 
the classification model and Section V presents the experiment 
results. Finally, the paper is concluded in Section VI.  

II.  EXPERIMENT SYSTEM 

 There proposed recognition system consists of robotic 
system, vision sensor and computer. The robotic system is 
industrial robot MOTOMAN and its controller made by 
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YASKAWA Corporation. It is adopted to mount the welding 
torch and the vision sensor and to move along the weld seam. 
The vision sensor device is composed of a CCD camera, a 
stripe laser emitter, and an optical filter. The 635-nm laser 
emitter serves as structured light source to project laser stripe 
onto the weld seam. The optical filter is a narrow band filter 
whose band centered at 635 nm, the same as the laser wave-
length to filter out arc light noises. It is placed in front of the 
lens of CCD camera. The camera captures the structure-light 
images on the weld seam. The computer is used to run the im-
age processing and weld seam type recognition algorithm 
while serving as the interface of the system. 
 

Torch
CCD Laser

Robot 
Controller

Computer

Robot

 
Fig. 1 Schematic diagram of proposed system. 

III.  WELD SEAM FEATURE EXTRACTION 

 According to the groove form, welding seam types can be 
divided into six categories, including symmetric V groove, left 
side V groove, right side V groove, left lap joint groove, right 
lap joint groove and square groove. The structured light imag-
es (without noises) of different weld seam types are as shown 
in Fig.2. It is shown that the laser stripe includes several pieces 
of linear segments. The shape of laser stripe on the welding 
joint is distinct among different types of weld seams. Hence it 
can be extracted as weld seam feature for recognition. In addi-
tion, it is shown that the laser stripe in Fig.2 is several pixels in 
width and is straight on the surface of the work piece. These 
characteristics can be utilized in order to extract weld seam 
feature precisely.  
 

Symmetric V groove Left side V groove Right side V groove

Left lap joint groove Right lap joint groove Square groove  
Fig. 2 Structured light images of different weld seam types. 

A. Image Pre-processing 
1) Multiple Frame Processing: In general, the laser stripe 

pattern in structured-light images during welding process 
could be polluted by noises from welding arc lights and 
splashes. Our proposed experiment system utilizes a narrow 
band optical filter to filter out noises from arc lights. However, 
the splashes still remain in the images. In the image sequence 
captured from the camera, it is found that splashes are general-
ly instantaneous while the laser stripe pattern is stable between 
consecutive frames. Therefore, multiple frame processing is 
adopted to filter out splashes. In this operation, the smallest 
intensity of corresponding pixels is taken between consecutive 
frames. The result of multiple frame processing between two 
consecutive frames Fig.3a and Fig.3b is shown in Fig.3c. It is 
shown that most splash noises are eliminated. 
 

 
Fig. 3 The process of multiple frame processing. 

 
2) Morphological Filter: In mathematical morphology, a 

structuring element is used for probing the input image. The 
effect of opening filter and closing filter is closely related to 
the property of structuring element. 

As is shown in Fig.3c, there are some minor noises (small 
groups of bright pixels) still remaining in the image which 
need to be filtered out. Since the noises are small in area, mor-
phological opening filter with a relatively small-sized structur-
ing element was used to eliminate these noises. However, due 
to the unevenness of the surface, there are gaps and holes 
(groups of dark pixels) in the laser stripe pattern. The opening 
filter may enlarge the gaps to some extent. Therefore, morpho-
logical closing filter with a relatively large-sized structuring 
element was used to fill the gaps and holes and make the stripe 
pattern continuous. 
       3) Modified Anisotropy Diffusion Filter: Anisotropy dif-
fusion filter based on partial differential equation can filter out 
image noise without blurring edges. The region boundaries in 
the image remain sharp after the filtration process [13]. This 
characteristic makes it capable of smoothening the burrs on the 
laser stripe without removing the edges that are important for 
the interpretation of the laser stripe pattern. The diffusion 
model is described as follows:  
            1 ( )  ,  { , , , }t t t

d d
d

I I c f I d U D L R         (1) 

 where tI  and 1tI  is the gray value of pixel point before 
and after diffusion process, is the parameter that controls the 
intensity of the operation, d is the direction of diffusion, U, D, 
L, and R are the abbreviations for up, down, left and right re-
spectively, the symbol df  indicates nearest-neighbor differ-
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ences and cd is conduction coefficient that is computed with 
(2) 

2 2( ) /=e   ,  { , , , }df I k
dc d U D L R .              (2) 

 where k is diffusion coefficient that controls the efficient 
of conduction. 
 The traditional anisotropy diffusion filter calculates the 

df  value of a pixel using the its difference with its nearest 
neighbor. However, its performance declines where there are 
high intensity salt-and-pepper noises and burrs with high gray 
value. When the nearest-neighbor differences brought by high 
intensity noises exceed the differences between edges and the 
background, the noises would remain in the image after the 
filtration. In the structured-light image, it is notable that the 
gray value of every pixel in the laser stripe pattern is much 
higher than the background, and the stripe pattern is several 
pixels in width. Based on this fact, a modified computation of 

df  that uses three neighboring pixels to calculate the differ-
ence enables the operation to filter out high intensity salt-and-
pepper noises and burrs. Thus, the value of  df  is computed 
as follows: 

, , 2 , 1 ,( ) (1 )U x y x y x y x yf I I I I                 (3) 

, , 2 , 1 ,( ) (1 )D x y x y x y x yf I I I I                  (4) 

, 2, 1, ,( ) (1 )L x y x y x y x yf I I I I               (5) 

, 2, 1, ,( ) (1 )R x y x y x y x yf I I I I                  (6) 
 where the direction w is up, down, left and right respec-
tively, is the weight coefficient and 0< <0.5. 
 
B. Laser Stripe Pattern Extraction 
 1) Region of Interest Determination: The determination of 
region of interest(ROI) could not only reduce the computa-
tional cost but also improve feature extraction precision in 
further steps of image processing. The region that includes 
laser stripe segments on the welding joint from where the fea-
tures are extracted is chosen as ROI in this image. Since the 
laser stripe pattern is approximately parallel with x axis of the 
image, by projecting the gray value of each row onto y axis, 
the approximate y position of the laser stripe is determined by 
row index of the peak value. The projection operation is as 
follows: 

1
( ) ( , ) , 1,2,...,

w

v
j

P i I i j i h                      (7) 

 where Pv(i) is sum of gray value of the i-th row, I (i, j) is 
the gray value of pixel point (i, j), and h and w are the height 
and width of the image respectively. The result of projection 
is shown in Fig.4. From the figure, it is shown that there is a 
distinct peak in the projection result. Therefore, the ROI is 
determined around the peak area. The computation of ROI is 
as follows: 

min max[ , ] [arg max ( ) ,arg max ( ) ]v vi i
y y P i y P i y   (8) 

 where [ymin, ymax] is the boundary of ROI in y axis, y  is 
the range from center of ROI to the boundary in y axis. 
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Fig. 4 The gray value projection result. 

 
       2) Extraction of Center Profile: After the filtration pro-
cess, the upper and lower edges of the laser stripe are smooth. 
Thus, the center profile can be extracted by averaging the loca-
tion of upper and lower edges. The edges are detected using 
derivatives of neighboring gray value of each row. The compu-
tation is as follows:  

( ) arg max ( )   ( 1,2,..., )a ak
E j G k j w               (9) 

1 1

1
2

( ) ( , ) ( , )
k k

a i k k i
i k i k

G k I i j I i j             (10) 

( ) arg min ( )   ( 1,2,..., )b bk
E j G k j w              (11) 

2

1
1 1

( ) ( , ) ( , )
k k

b i k k i
i k i k

G k I i j I i j            (12) 

1 2 1 2[ , ]  ,                         (13) 
 where Ea (j) and Eb (j) are the upper and lower boundary 
point of the laser stripe in j-th column respectively, Ga (k) and 
Gb (k) are the derivative calculations of upper and lower edges 
in k-th point of j-th column respectively, w is the width of the 
image, and is the weighting factor of pixels and the weight of 
the nearest pixel to the edge is larger. The result of upper and 
lower edges extraction is shown as the green line and red line 
in Fig.5a. 
 

Fig. 5 Upper and lower edges extraction (a) and center profile extraction (b). 
 

 Then, the center profile of laser stripe is computed with 
sub-pixel precision as follows: 

1( ) ( ( ) ( ))   ( 1,2,..., )
2 a bC j E j E j j w        (14) 

 where C(j) is the center profile point in j-th column. The 
center profile extraction result of laser stripe is shown as the 
yellow line in Fig.5b. 
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C. Computation of Weld Seam Feature Vector 
       1) Main Line Extraction Based on Radon Transform: The 
main line is defined as the longest straight line segment of the 
laser stripe. It can be used as the benchmark when computing 
the feature of the stripe on the joint. Radon transform is ap-
plied on the center profile in order to extract the main line.  
 The Radon transform is the integral transform that projects 
the image intensity along a particular line and its value is the 
line integral of the image over that line. For the image of cen-
ter profile, the radon transform is computed as follows: 

( ) ( , )
L

R L I i j dl                           (15) 

 where R(L) is the corresponding integral value of straight 
line L. As is shown in (15), the more pixels the line passes 
through, the larger the R(L) value is. If the image is converted 
into parameter space, straight line L can be represented as 
[ , ] with representing the distance to the center of the image 
and representing the angle between line L and the horizontal 
axis. Therefore, the integral value can be represented as 
R( , ). After applying the transform on center profile, a two-
dimensional radon map is obtained as shown in Fig.6. 

Radon Map
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Fig. 6 Two-dimensional radon map. 

 
 By applying a local maxima algorithm on the Radon map, 
position and orientation of the longest straight line in the cen-
ter profile image is detected. Thus, the main line is extracted 
from the image which is marked by the red line in Fig.7. 
       2) Edge Points Detection: In the center profile of laser 
stripe, the inflection points at both edges of welding joint is 
defined as edge points. The position of edge points could mark 
the location of weld seam for further feature extraction. The 
method of edge points detection is as follows. According to 
the property of Radon transform, the main line passes through 
more laser stripe pixels than other lines. Let U be the point set 
of center profile points in the region of welding joint. Hence 
for center profile point C(j) not included in U, the necessary 
condition is 

( ) ( ) ( )   ( ( ) )a bE j M j E j C j U .              (16) 
 where Ea (j) and Eb (j) are the upper and lower boundary 
points of the laser stripe in j-th column and M (j) is the points 
on the main line in j-th column. Now apply (16) to this condi-
tion, it is concluded that for C(j) belongs to U, the sufficient 
condition is 

1( ) ( ) ( ) ( )    ( ( ) )
2 a bC j M j E j E j C j U .    (17) 

 Using (17), the point set U could be calculated and all the 
points in U are located in welding joint area. Supposing that 
the smallest index j in set U is a and the largest is b, the left-
most point C(a) and rightmost point C(b) in the set U are de-
termined as edge points. This method guarantees that occa-
sional offset point in center profile would not be detected as 
edge point. The detection results are shown in Fig.7. 
 

 
Fig. 7 Main line extraction and edge points detection results. 

 
       3) Feature Vector Computation: Provided that edge points 
C(a) and C(b) are extracted as shown in Fig.7, the feature vec-
tor is computed as follows. Firstly, the point C(m) with largest 
deviation from the main line is selected. 

arg max ( ) ( )   ( ( ) )
j

m C j M j C j U              (18) 

 If there are several largest values, the median value of m is 
chosen as m. Noticing that there might be a small angle  be-
tween the main line and the horizontal axis as shown in Fig.8, 
the column indexes of seven feature points are determined 
using (19), (20)  

( 1)( )   ,  ( 1,2,3,4)
3

k m aj a k          (19) 

( 4)( )   ,  ( 5,6,7)
3

k b mj m k           (20) 

( ) ( )( ) ,  ( 1,2,...,7)
cos

C j M jh k k           (21) 

 where j is the index of center profile point in j-th column. 
h(k) is the distance between each feature point and the main 
line. 

C(a)

C(b)

C(m)
 

Fig. 8 Feature vector extraction. 
 

 Then the distance is normalized in order to reduce the 
influence of large value data.  

( ) ( ) ,  ( 1,2,...,7)
max ( )

h kh k k
h k

                (22) 

 Since the distance value could be identical for left and 
right lap joint grooves, noticing that the edge points of lap 
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joint are different from other joints, the feature values are de-
signed as follows. 

( ) ( 1),  ( 2,3,...,8)v i h i i                    (23) 
1,    if  1

(1)
0,         else

a
v                           (24) 

1,    if  
(9)

0,          else
b w

v                         (25) 

 Thus the nine feature values are computed. For structured-
light images of six different weld seam types, the feature vec-
tor of each image is expressed as follows 

[ (1), (2),..., (9)]V v v v                      (26) 

IV.  ESTABLISHMENT OF CLASSIFICATION MODEL 

A. Ensemble Learning Methods 
 In supervised learning algorithms, the classification accu-
racy may be influenced by factors such as limited training 
samples. In order to improve the overall accuracy of classifica-
tion model, the structure of ensemble learning model in weld 
seam recognition is shown in Fig.9. This model assembles 
several weak classifiers to produce a strong classifier. If some 
of the weak classifiers produce inaccurate results, the model 
may adjust the weight of training samples and classifiers ac-
cordingly and combines all the classifiers to produce a better 
result overall. 

Features

Classifier 1

Classifier 2

Classifier N

Weld
Seam
Type

Output

 
Fig. 9 Flow chart of ensemble learning methods. 

 
B. BP-Adaboost Model 
 In BP-Adaboost model, BP neural network (BPNN) [14] 
is adopted as weak classifier and Adaboost algorithm is used 
as ensemble algorithm to combine weak classifiers. The input 
of classifiers is the feature and label of every image. The label 
vector is a 6-bit array where the bit corresponds to the class of 
weld seam is 1 and others are 0. The algorithm of Adaboost 
algorithm is presented below.  
 

TABLE I 
ADABOOST ALGORITHM FOR CLASSIFICATION 

Input: training sample (X,Y)=(xi,yi), i=1,2,…,N, where X is feature 
vector and Y is label vector. 
Output: classification accuracy  
1 Initialize weight distribution of sample wi=1/N 
2 for t=1,2,…,T do 
3    train weak classifier with sample and get a prediction Ht(X) 
4    calculate the error rate 

1
( ( ) )N

t i t i ie w H x y  

5    calculate the weight of the weak classifier ln((1 ) / ) / 2t t te e  
6    update the weight of sample  

if H(xi)=yi then 
         wi= wi/(2–2et) 

else 

        wi= wi/(2et) 
end if 

7 end for 
8 calculate the strong classifier output  

1
( )T

final t tH H X   

9 normalize the output and compute classification accuracy 
  
 As the weak classifier, BPNN composes of three layers. 
There were nine nodes in the input layer, nine nodes in the 
hidden layer and six nodes in the output layer. The transfer 
function of input and hidden layer is sigmoid function, while 
linear function is used in the output node. Gradient descent 
method is adopted in training. This BPNN structure is suitable 
for multi-class classification task of six weld seam types. 
 
C. KNN-Adaboost Model 
 In KNN-Adaboost model, K-Nearest Neighbour (KNN) 
method [15] is adopted as weak classifier. The algorithm of 
Adaboost and the input of classifier is the same as previous 
model.  
 For the weak classifier KNN, Euclidean distance is uti-
lized to measure the distance between two samples. The sam-
ple point closest to the test sample point is chosen as the near-
est neighbour, which means K equals to 1. KNN is a natural 
method for multi-class classification, so its structure is simple 
in this case. 

V.  EXPERIMENTS AND RESULTS 
 Experiments on recognizing six weld seam types were 
conducted to verify the effectiveness of proposed recognition 
system showed in Fig.10. 

 
Fig.10 Experiment configuration of proposed system. 

 
 The structured light vision sensor scanned the weld seam 
and captured 570 images of six types of weld seam. The imag-
es were divided into training set and testing set. To testify the 
robustness of proposed method, noises such as Gaussian noise, 
speckle noise and salt-and-pepper noise with various intensity 
were added to the testing set. In Fig.12 and Fig.13, if the inten-
sity value is 1, the standard deviation of Gaussian noise and 
speckle noise is 0.2 and 0.4 respectively and the density of salt 
and pepper noise is 0.004. The noise intensity value is the mul-
tiple of the given deviation and density. Taking symmetric V 
groove for instance, the visualized result of proposed image 
processing and feature computation procedure with the noise 
intensity of 5 is presented in Fig.11. Moreover, the parameters 
in the feature extraction procedure were as follows: =0.2, 
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1=2, 2=1 and y =50 pixels. Therefore, several weld seam 
recognition experiments were carried out.  

 
Fig.11 Results of feature computation under different noises. 

 
 The Fig.12 and Fig.13 showed the classification perfor-
mance of the experiment. In Fig.12, the effectiveness of differ-
ent classification algorithms is shown. The result is entirely 
accurate with minor noises. As can be seen in the line chart, 
ensemble learning method such as KNN-Adaboost and BP-
Adaboost is more accurate than KNN and BPNN when severe 
noises exist. This is because the KNN and BPNN may suffer 
from one-time occasionality in the training process under the 
condition when training data are limited.  
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Fig.12 Performance of different classification algorithms. 

 
 In order to verify the robustness of proposed image pro-
cess and feature extraction method. Proposed method was 
compared with the traditional weld seam feature computation 
method in [10]. The feature vectors of testing set using both 
methods were classified by KNN-Adaboost classifier. As is 
shown in Fig.13, compared to traditional method, proposed 
method is capable of extracting weld seam feature more accu-
rately with the interference of noises. 
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Fig.13 Performance of different feature extraction methods. 

 
 To sum up, the experiment result shows that the proposed 
feature extraction and classification method is robust and ef-
fective and the proposed system can be applied in harsh envi-
ronment. 

VI.  CONCLUSION 
 As described in this paper, a weld seam type recognition 
system based on structured light vision and ensemble learning 
is developed. The noises from welding process are filtered out 
by optical filter and proposed image filtering method. The 
proposed laser stripe extraction and feature vector computa-
tion method can accurately extract essential features of six 
weld seam types. The proposed ensemble learning classifica-
tion model is able to recognize the weld seam type precisely 
even in the presence of severe noises. In conclusion, the per-
formance of proposed system is robust and effective. In the 
further research, the proposed system could be combined with 
seam tracking system to achieve automatic selection of weld-
ing parameters. 
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