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Abstract
The elastic spatial filter (ESF) proposed in recent years is a pop-
ular multi-channel speech enhancement front end based on deep
neural network (DNN). It is suitable for real-time processing
and has shown promising automatic speech recognition (ASR)
results. However, the ESF only utilizes the knowledge of fixed
beamforming, resulting in limited noise reduction capabilities.
In this paper, we propose a DNN-based generalized sidelobe
canceller (GSC) that can automatically track the target speaker’s
direction in real time and use the blocking technique to gen-
erate reference noise signals to further reduce noise from the
fixed beam pointing to the target direction. The coefficients in
the proposed GSC are fully learnable and an ASR criterion is
used to optimize the entire network. The 4-channel experiments
show that the proposed GSC achieves a relative word error rate
improvement of 27.0% compared to the raw observation, 20.6%
compared to the oracle direction-based traditional GSC, 10.5%
compared to the ESF and 7.9% compared to the oracle mask-
based generalized eigenvalue (GEV) beamformer.
Index Terms: multi-channel speech enhancement, deep neural
network, generalized sidelobe canceller, speech recognition

1. Introduction
Reducing noise or reverberation using multi-channel speech en-
hancement has been shown to improve the performance of au-
tomatic speech recognition (ASR) [1, 2, 3]. Traditional multi-
channel speech enhancement methods often use signal level cri-
teria and fail to guarantee the optimal ASR results [4, 5, 6].

With the booming of deep learning, there has been a trend to
make the multi-channel speech enhancement front end a learn-
able module in the deep neural network (DNN) and optimize
the enhancement module with ASR criteria. This end-to-end
optimization manner enables the enhancement module to effec-
tively improve the ASR performance [7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17]. [7, 8, 9] use an attention network to combine
the amplitude spectrums of different channels. But [7, 8, 9] do
not exploit the spatial cues and fail to employ the traditional
multi-channel signal processing knowledge.

The traditional multi-channel signal processing knowledge
is instructive to the design of enhancement modules and makes
the enhancement modules more interpretable. [10, 11] input
the spectral and spatial cues of the multi-channel signals into
DNN to directly estimate the coefficients of an adaptive beam-
former, and apply beamforming in DNN. To help network train-
ing, [10, 11] need parallel clean data, which may not be ac-
cessible in some practical situations. [12, 13] guide DNN to
estimate the coefficients of an adaptive beamformer using the
well-studied beamforming designs, such as the minimum vari-

ance distortionless response (MVDR) beamformer [18] and the
generalized eigenvalue (GEV) beamformer [19]. But [12, 13]
require a certain amount of adaptation data to estimate the sig-
nal statistics, causing undesirable latency for real-time applica-
tions. Considering the real-time applications, [14, 15, 16, 17]
design a fixed beamforming layer in the network to filter the
multi-channel signals into several fixed beams pointing to dif-
ferent directions, and the resulting beams are combined there-
after. Compared with [14, 15], the elastic spatial filter (ESF)
proposed in [16, 17] performs beamforming in the frequency
domain, which reduces the computational complexity and en-
ables DNN to utilize the knowledge of the traditional super-
directive beamforming design [20].

However, in the ESF, the non-target beams other than the
target beam from the target direction do not necessarily con-
tain reference noise signals, causing the limited denoising abil-
ity when combining different fixed beams. The reference noise
signals, which is often used in the traditional generalized side-
lobe canceller (GSC) [21, 22] for speech enhancement in many
practical applications, can help distinguish between the target
speaker’s signal and noise to better reduce noise from the target
beam. Therefore, we can use the well-studied GSC structure to
build a more powerful DNN-based speech enhancement front
end.

In this paper, we propose a DNN-based GSC struc-
ture, which utilizes the traditional super-directive beamforming
knowledge and the blocking technique to simultaneously per-
form localization and denoising. Moreover, we use an ASR
criterion to optimize the entire network. More specifically, the
multi-channel signals are first passed into a fixed beamform-
ing layer, which is initialized using coefficients of the super-
directive beamformer. The fixed beamforming layer filters the
multi-channel signals into several fixed beams pointing to dif-
ferent directions, equally sampled in space. We further design
an attention network to give more weight to the beam contain-
ing more target speaker’s energy, and then weight and sum these
fixed beams to get a target beam. It is worth noting that we can
use the direction corresponding to the beam with the largest at-
tention weight as an estimate of direction-of-arrival (DOA) of
the target speaker. Next, we design a blocking layer, which
inputs the estimated DOA and multi-channel signals to gener-
ate several reference noise signals that block the target signal.
If there are M microphones, the blocking layer can generate
(M − 1) reference noise signals like the traditional GSC. Be-
sides, we use the coefficients of the traditional GSC’s blocking
matrix to initialize the blocking layer. Then we pass the target
beam and reference noise signals into an active noise cancella-
tion layer to obtain an enhanced spectrum, which is then input
into an acoustic model to output the posterior probability. Fi-
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Figure 1: (a) System architecture of joint multi-channel speech
enhancement and acoustic model training. (b) ESF structure
proposed in [16, 17]. The ESF cannot perceive the target beam
and fails to use reference noise signals.

nally, we backpropagate gradients from the acoustic model all
the way back to the proposed GSC structure. Compared with
the traditional GSC [21, 22], the proposed GSC is more suit-
able for ASR tasks, and it can automatically track the target
speaker’s direction without additional localization algorithms.

2. DNN-based GSC structure
2.1. System overview

Figure 1(a) shows the system architecture considered in this pa-
per. This architecture guarantees that the multi-channel speech
enhancement module can be directly optimized with ASR cri-
teria. Under this architecture, we optimize our proposed DNN-
based GSC, which is a kind of multi-channel speech enhance-
ment layer. The multi-channel signals are first passed into
the multi-channel speech enhancement layer to obtain a single-
channel enhanced spectrum, which is then input into an acoustic
model through a log-mel feature bank (Fbank) extraction layer.
We optimize the entire network by computing the cross-entropy
(CE) loss between the state labels predicted by the acoustic
model and the target state labels.

Among the structures of implementing the multi-channel
speech enhancement layer, the ESF structure [16, 17] (see Fig-
ure 1(b)) is one of the most popular structures proposed in re-
cent years. However, as mentioned in the introduction, the ESF
fails to utilize reference noise signals to reduce noise. To make
full use of the reference noise signals, we design a DNN-based
GSC structure (see Figure 2) to implement the multi-channel
speech enhancement layer. The proposed GSC structure con-
sists of 4 parts: fixed beamforming layer, attention network,
blocking layer and active noise cancellation layer. These 4 parts
will be covered in detail in the following sections.

2.2. Fixed beamforming layer

The fixed beamforming layer in this section was first proposed
in [16, 17] and applied to the ESF structure. We will borrow
this fixed beamforming layer in the proposed GSC structure and
briefly introduce it below.

Suppose there are M microphones. The observation vec-
tor in short-time Fourier transform (STFT) domain is given
by y(t, f) = [y1(t, f), y2(t, f), ..., yM (t, f)]T , where t and
f ∈ [1, F ] denote the time and frequency indices, respec-
tively. The goal of the fixed beamforming layer is to decom-
pose y(t, f) into several fixed beams pointing to D different
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Figure 2: The proposed GSC structure. It can automatically
track the target speaker’s direction and obtain the enhanced
spectrum using the target beam and reference noise signals.

directions, x1(t, f)
x2(t, f)
. . .

xD(t, f)

 =


wH

1 (f)y(t, f)
wH

2 (f)y(t, f)
. . .

wH
D (f)y(t, f)

+ b(f), (1)

where xd(t, f) is the fixed beam pointing to the d-th direction,
wd(t, f) is the coefficient vector of the d-th fixed beamformer,
b(f) is a bias vector and (.)H denotes the complex transposition
operator. It is suggested in [16, 17] thatwd(t, f) can be initial-
ized by the coefficients of the super-directive beamformer [20]
to make DNN utilize the knowledge of traditional signal pro-
cessing and generate D fixed beams with different directions,
equally sampled in space.

Considering that the target speaker may come from an arbi-
trary direction, the target beam from the target speaker’s direc-
tion may be any one of those fixed beams. The ESF in Figure
1(b) simply combines different fixed beams through an affine
transformation, which cannot perceive the target beam and fails
to use reference noise signals. To better enhance the target
speaker’s signal, we design the next three network modules.

2.3. Attention network

We first design an encoderE(.) to encode thoseD fixed beams.
The encoding results indicate the amount of the target speaker’s
energy. Then we can weight and sum those D fixed beams to
obtain a target beam,

ed(t) = E (xd(t)) , d = 1, 2, ..., D, (2)

αd(t) =
exp (ed(t))∑D

d′=1 exp (ed′(t))
, d = 1, 2, ..., D, (3)

xtgt(t) =

D∑
d′=1

xd′(t)αd′(t), (4)



where xd(t) =
[
|xd(t, 1)|2, |xd(t, 2)|2, ..., |xd(t, F )|2

]T is
the power vector of the d-th beam containing all frequencies
and xtgt(t) =

[
|xtgt(t, 1)|2, |xtgt(t, 2)|2, ..., |xtgt(t, F )|2

]T is
the power vector of the target beam containing all frequencies.
Eq. (4) can be regarded as selecting the target beam with the
highest target speaker’s energy from theD fixed beams because
the softmax operation in Eq. (3) will make the attention weights
sparse (see Figure 4 in the experimental part). In order to cap-
ture the sequence information of the spectrum, we use LSTM to
implementE(.) and the specific parameters ofE(.) are given in
the experimental part. The design of the attention mechanism is
inspired by the work of multi-channel speaker extraction [23].

Although we have obtained a target beam, it still contains
residual noise due to the limited denoising ability of the fixed
beamformer. Inspired by the traditional GSC, we design a
blocking layer to obtain reference noise signals to further re-
duce noise from the target beam.

2.4. Blocking layer

The first step of implementing the blocking layer is to identify
the target speaker’s direction, which can be obtained by reusing
the attention weights in Eq. (3), i.e.,

ds(t) = argmax
d

αd(t), (5)

where ds(t) is the estimated DOA of the target speaker at time
t. Note that the attention weights in Eq. (3) are used not only to
obtain the target beam, but also to estimate DOA.

Given ds(t), we can use a blocking matrix Nds(f) ∈
CM×M−1 to perform blocking the target speaker’s signal and
generating reference noise signals,

n(t, f) =NH
ds(f)y(t, f) + bds(f), (6)

where n(t, f) = [n1(t, f), n2(t, f), . . . , nM−1(t, f)]
T is a

reference noise signals vector with dimension of (M − 1) × 1
and bds(f) is a bias vector corresponding to direction ds(t).
We experimentally found that adding bias items in Eq. (1) and
Eq. (6) helped improve performance.

The blocking matrixNds(f) in Eq. (6) is expected to span
the null space of direction ds(t). To help the network converge,
we initialize Nds(f) using the traditional GSC’s blocking ma-
trixNGSC

ds (f),

NGSC
ds (f) =


−g∗2,ds(f) −g∗3,ds(f) . . . −g∗M,ds(f)

1 0 . . . 0
... . . .

. . .
0 0 . . . 1

 ,
(7)

where gm,ds(f) is the m-th entry of the steering vector corre-
sponding to direction ds(t) under far-field assumption [24] and
(.)∗ represents complex conjugate.

2.5. Active noise cancellation layer

After obtaining the target beam and the reference noise sig-
nals by Eq. (4) and Eq. (6), the enhanced spectrum can be
obtained by an active noise cancellation layer A(.), which per-
forms affine transformation and is expected to further remove
noise from the target beam,

spow(t) = A

([
xT

tgt(t),n
T
1 (t), ...,n

T
M−1(t)

]T)
, (8)

where spow(t) ∈ RF×1 is the enhanced spectrum at time t and
nm(t) =

[
|nm(t, 1)|2, |nm(t, 2)|2, . . . , |nm(t, F )|2

]T is the
power vector of the m-th reference noise signal containing all
frequencies. The active noise cancellation layer here is similar
to the active noise cancellation part [25] of the traditional GSC.
Note that both n(t, f) in Eq. (6) and nm(t) in Eq. (8) contain
reference noise signals, but their formats are different. n(t, f)
contains signals of all channels at frequency f while nm(t)
contains signals of all frequencies at channel m. The output
of Eq. (8) is in the form of an amplitude spectrum, which is suf-
ficient for ASR tasks. Outputting complex spectrum to improve
speech intelligibility for humans will be our future work.

The enhanced spectrum undergoes an absolute (ABS) func-
tion1 to avoid negative values and then is input into the Fbank
extraction layer and the acoustic model. Finally, the entire net-
work is optimized by using CE loss.

3. Experimental results
3.1. Datasets

We generated 90 hours of reverberant and noisy training data
by convolving clean utterances with room impulse responses
(RIRs) simulated by the image method [27, 28]. The clean utter-
ances were selected from the WSJ0 corpus [29]. We adopted a
linear microphone array containing 4 microphones with spacing
of 0.05 m. The target speaker was randomly located in angles
from 0◦ to 180◦. The reverberation time was randomly sam-
pled from 0.2 s to 0.6 s. Six types of common additive noise
(’bus’, ’cafeteria’, ’office’, ’hallway’, ’living’ and ’kitchen’)
from the DEMAND corpus [30] were added to the training data
at a signal-to-noise ratio (SNR) randomly sampled from 0 dB
to 20 dB. We used the same configuration as the training set
to generate a 15-hour validation set. As for the test data, we
generated three 8-hour test sets with different SNRs. The SNR
in each test set was low (0≤SNR<5), medium (5≤ SNR≤15),
and high (15<SNR≤25). The speakers in the test sets were dif-
ferent from the training set. Moreover, the additive noises in the
test sets were different audio segments from the same datasets
used for training. For the 2-channel experiments, we picked 2
microphones with spacing of 0.1 m out of 4 sensors.

3.2. Settings

We compared the proposed GSC with (1) the raw noisy obser-
vation (denoted as RAW), (2) the oracle-direction based tradi-
tional GSC (denoted as O-GSC), (3) the oracle direction-based
super-directive beamformer (denoted as O-SD), (4) the oracle
mask-based GEV beamformer (denoted as O-GEV) and (5) the
ESF proposed in [16, 17]. O-GEV was implemented based
on the open source implementation [31]. RAW, O-GSC, O-
SD and O-GEV used the same baseline acoustic model, which
was trained using the first channel of the training data, to per-
form ASR. The ESF and the proposed GSC were trained in a
stage-wise manner. We first trained the acoustic model and
then jointly optimized the multi-channel speech enhancement
layer and single-channel acoustic model. We used a weighted
finite-state transducer (WFST) with a 3-gram language model
as the decoder. The decoder was implemented in Kaldi [32]. We
kept the parameters of the Fbank extraction layer fixed during
training. The STFT frame size was 400 with 50% overlap and

1We experimentally found that the ABS function was more helpful
for convergence of both ESF and the proposed GSC than the ReLU [26]
function. For consistency, we replaced ReLU in Figure 1(b) with ABS.



Table 1: WER (%) as a function of the input SNR (dB) for the
2-channel test sets.

Method SNR<5 5≤SNR≤15 15<SNR Avg.

RAW 59.73 37.80 26.28 41.29
O-GSC 55.29 34.96 25.34 38.53
O-SD 56.11 34.72 24.88 38.57
O-GEV 57.93 36.43 26.57 40.31
ESF 55.09 34.49 25.21 38.26
Proposed 51.51 31.36 23.83 35.57

Table 2: WER (%) as a function of the input SNR (dB) for the
4-channel test sets.

Method SNR<5 5≤SNR≤15 15<SNR Avg.

RAW 59.73 37.80 26.28 41.29
O-GSC 53.25 34.75 25.91 37.97
O-SD 50.53 31.52 23.84 35.32
O-GEV 44.21 29.46 24.54 32.74
ESF 47.77 29.74 23.50 33.67
Proposed 41.17 26.92 22.30 30.13

64-dimensional Fbank features were used. The acoustic model
consisted of 3 LSTM layers with 512 cells followed by one fully
connected layer with 1984 outputs. E(.) in Eq.(2) consisted of
one LSTM layer with 30 cells followed by one fully connected
layer with one output. A(.) in Eq.(8) consisted of one fully
connected layer with input size of 201 ×M and output size of
201. We set the number of fixed beams in Eq. (1) to D = 7
(corresponding to 0◦ beam, 30◦ beam, etc.) because we experi-
mentally found that the system performance did not necessarily
improve when D > 7. All the networks were trained using Py-
Torch [33] and Adam [34] was used as the optimizer in all the
experiments.

3.3. Results

We systematically evaluated the word error rate (WER) of the
proposed GSC in 2-channel (Table 1) and 4-channel (Table 2)
scenarios. Regarding the performance of the traditional speech
enhancement methods, in low SNR (SNR < 5), the adaptive
beamformer (O-GSC in the 2-channel scenario and O-GEV in
the 4-channel scenario) performed better because of the strong
noise reduction capabilities of the adaptive beamformer. In high
SNR (SNR>15), the fixed beamformer (O-SD) performed bet-
ter because the adaptive beamformer will bring more speech
distortion than the fixed beamformer while reducing noise in
high SNR. However, without oracle information, the proposed
GSC not only outperformed the adaptive beamformer in low
SNR but also outperformed the fixed beamformer in high SNR.
In the 4-channel scenario, the advantages of O-GSC were no
longer obvious, which may be due to the well-known signal can-
cellation problem [35] of the traditional GSC. Unlike the tradi-
tional GSC, the proposed GSC can avoid the signal cancellation
problem by directly being optimized according to the ASR cri-
terion. It can be seen from Table 2 that ESF is already a strong
baseline whose performance is better than O-GSC and O-SD
but slightly worse than O-GEV. However, the proposed GSC
can further reduce WER. In the 4-channel scenario, the pro-
posed GSC on average can achieve a relative WER reduction of
27.0% compared to RAW, 20.6% compared to O-GSC, 14.7%
compared to O-SD, 7.9% compared to O-GEV and 10.5% com-
pared to ESF.

To further illustrate that the proposed GSC worked as ex-
pected, we showed some intermediate results of the proposed
GSC. Figure 3 shows the beampatterns of the fixed beamform-
ing layer and the blocking layer learned by the network in the

(a) Fixed beamformer pointing to 180 (b) Blocking layer pointing to 180
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2-channel scenario. There were a total of D = 7 pairs of beam-
patterns (pointing to 0◦, pointing to 30◦, etc.), but we only used
one pair (pointing to 180◦) for example to save space. It can be
seen from Figure 3 that the fixed beamforming layer attempted
to preserve the signal from a given direction, while the block-
ing layer attempted to block the signal from a given direction
to generate reference noise signals. Considering a practical sit-
uation, we plotted the change of the attention weights in Eq.
(3) with the target speaker’s direction (see Figure 4). Accord-
ing to Eq. (5), the index of the maximum value of attention
weights can represent the target speaker’s direction. Figure 4
shows that the proposed GSC can track the target speaker’s di-
rection in real time. Moreover, the attention weights took about
1 second to become stable when the target speaker’s direction
suddenly changed. Note that the localization accuracy of the
proposed GSC may not be as high as that of the localization al-
gorithm (i.e., GCC-PHAT [36]), because the localization accu-
racy is limited by the beams number D. However, considering
the mainlobe width of the beamformer, a rough direction is suf-
ficient for the proposed GSC to perform speech enhancement.

4. Conclusions
In this paper, we utilize the knowledge of traditional GSC to
build a DNN-based GSC structure, which is optimized by us-
ing an ASR criterion. Compared with the traditional GSC, the
proposed GSC performs localization and noise reduction simul-
taneously, and is more suitable for ASR tasks. Experimental
results show that the proposed GSC outperforms not only the
traditional speech enhancement methods using oracle informa-
tion but also the ESF proposed in recent years. In the future,
we plan to improve the robustness of the proposed GSC to the
microphone array geometry mismatch.
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