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Abstract—Developments in image processing techniques have
made an easy retrieval for digital images. However, applications
requiring content-based querying and searching of videos still
remain challenging due to their huge amount of data. This paper
presents an efficient algorithm based on optical flow to dig out
the motion information contained in a given video shot. The
corresponding indexical structure is extracted by Haar wavelet.
Experimental results show that the method performs well and
the extracted index is used to efficiently locate features close to
the query point.
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I. INTRODUCTION

Traditionally, the problem of ”video retrieval” from a large
database of videos has been solved by segmenting the query
video into some logical related shots and assume that the
segmentation is predefined by means of boundary identifi-
cation [6], [9], [16]. After segmentation, one or more key
frames can be extracted [5], [8], [18]. Each key frame maps a
multi-dimensional vector in some metric space and builds an
index for retrieval [12], [13]. The exist video retrieval systems
usually adopted a set of low-level features from different
methods. Because of semantic gap, these systems had a very
limited success for semantic queries. That is to say, they are
efficient for simple videos, but do not work well for complex
scenes since they fail to retrieval videos that match the query
only partially. This inefficiency leads to the discarding of
videos that may be semantically very similar to the query
video. Motion is an important feature in video and some
researchers woke up to this point. They [3], [4], [11], [15]
tried to apply motion information to retrieve. However, it is
still a challenge to find a reliable motion description of video.

Motion-based video indexing requires to extract motion
features which are relevant to characterize video content.
As a high-level feature, optical flow [10], [14] can easily
overcome theses shortages and offers a complemental motion
information to low-level features. On the other side, wavelets
[1], [17] can capture both texture and shape information
efficiently. The fusion of optical flow and wavelets can effect a
breakthrough for semantical retrieval. In this paper, we propose
a new algorithm for video retrieval by computing the optical
flow field of key frames and generating the index with Haar
wavelet. Experimental results show that the proposed scheme
is effective in terms of accuracy and efficiency.

The rest of the paper is arranged as follows. Section 2
gives a review of the optical flow method used in this paper.
Section 3 describes the steps of Haar wavelet. Section 4
discusses the retrieval model in detail. Section 5 analyzes
experimental results on the retrieval of sport video shots.
Section 6 concludes the paper.

II. OPTICAL FLOW

Let the function f = I(x, y, t) be the image brightness at
point (x, y) in the image plane at time t. Assume that I(x, y, t)
is differentiable and the change of brightness over time for
each point is constant, i.e.

dI

dt
= 0. (1)

Notice that x and y also can be regarded as the function of t
respectively, by the chain rule for differentiation we have the
gradient constraint equation [7]:

(∇I)T · −→v + It = 0, (2)

where

It =
∂I

∂t
, (3)

(∇I)T = (
∂I

∂x
,
∂I

∂y
), (4)

−→v = (µ, ν)T = (
dx

dt
,
dy

dt
)T . (5)

Equation (2) has two variables about the optical flow −→v =
(µ, ν)T . To solve it, more constraints are required. Lucas and
Kanade’s algorithm [2] assumes that the (µ, ν) is constant for
an small enough region D and minimizes∑

p

W2(p)((∇I)T · −→v + It)
2, (6)

where p ∈ D is the pixel point and W(x) is the weighted
function. For n points pi ∈ D at time t, let

I = (∇I(p1), · · · ,∇I(pn))T , (7)
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It = −(It(p1), · · · , It(pn))T , (8)

and

W =



W(p1) 0 · · · 0 0

0
. . . . . . . . . 0

...
. . . W(pi)

. . .
...

0
. . . . . . . . . 0

0 0 · · · 0 W (pn)


. (9)

By the derivative of (6) with respect to µ and ν, the −→v =
(µ, ν)T is given by

ITW2I−→v = ITW2It. (10)

Obviously, ITW2I is a 2× 2 matrix and equals to

( ∑
W2(pi)I

2
x(pi)

∑
W2(pi)Ix(pi)Iy(pi)∑

W2(pi)Iy(pi)Ix(pi)
∑
W2(pi)I

2
y (pi)

)
. (11)

If |ITW2I| 6= 0, then

−→v = (ITW2I)−1ITW2It. (12)

III. HAAR WAVELET

Since the wavelet transform can be used to decompose
the data into wavelet coefficients on different scales, the
wavelet coefficients can be reconstructed to recover the origi-
nal data.We use two-dimensional nonstandard Haar wavelet
to compute the features because it enable us to accelerate
the wavelet transform. It has excellent energy compaction
and the wavelet representation of a function consists of a
coarse overall approximation together with detail coefficients
that exploit the structure of video data. In nonstandard Haar
wavelet, pairwise averages and differences are applied. Fig.1
illustrates the process in detail.

Fig. 1. Computing and distributing pairwise averages and differences

Now, let us consider the 4 × 4 optical flow field shown in
Fig.2a. The value such as ”1,2,3,4” denotes the modulus or
the argument principal value of optical flow. As described in
Fig.1, we obtained the wavelet transform as shown in Fig.2b.
In Fig.2c, the coefficients from the top-left quadrant of 2× 2
matrix are derived by transforming the corresponding four top-
left quadrants of 4×4 matrix in Fig.2b, similarly, the top-right,
the bottom-left, the bottom-right can be expressed like that.

Finally, we choose one 2× 2 quadrant to represent the whole
4 × 4 field. In this paper, the top-left quadrant are used. For
the top-left quadrant, we repeat the step of computing and
distributing pairwise and differences and Fig.2d are obtained.
Simply stated, the optical flow field in Fig.2a can be expressed
by a vector (2.5, 0, 0, 0).

(a) Initial optical flow field (b) Haar wavelet transform

(c) (d)

Fig. 2. Representation of Haar wavelet transform for optical flow.

IV. HOW TO RETRIEVAL

The procedure of retrieval consists of three main steps.

A. Compute optical flow

Assume that the given video shot has N + 1 frames with
size 4w × 4h. N optical flow fields {G1, · · · ,GN} will be
computed by Lucas-Kanada’s algorithm. Since the optical flow
is a vector, we can get a matrix Mi about its modulus and a
matrix Di about its argument principal value from each Gi.

Our algorithm focus on the motion videos. Some motion
videos we called them ”M-type” like explosion as shown in
Fig.3a have greater magnitude information. But some mo-
tion videos we called them ”D-type” like basketball match
as shown in Fig.3b contain apparent direction information
when one team is attacking. Obviously, Mi is an appropriate
representation for ”M-type” and Di is for ”D-type”.

(a) Explosion (b) Basketball match

Fig. 3. Examples for ”M-type” and ”D-type”.
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B. Construct key frame

For Mi and Di, by the Haar wavelet transform discussed
in section III, vectors mi

1,m
i
2, · · · ,mi

wh and di1, d
i
2, · · · , diwh

are constructed. Then we define mj and dj as follows:

mj =
1

N

N∑
i=1

mi
j , (13)

dj =
1

N

N∑
i=1

dij , (14)

where j = 1, 2, · · · , wh. The 2wh vectors m1,m2, · · · ,mwh

and d1, d2, · · · , dwh can be regarded as a representation of key
frame for the given video shot.

C. Build similarity model

Let V and V ′ denote two video shots, based on modulus of
optical flow, their feature distance is measured by:

Dist(V,V ′)M =

wh∑
j=1

λMj
||mj(V)−mj(V ′)||
||mj(V) +mj(V ′)||

, (15)

where λMj ’s are user specified weights. Based on argument
principal value of optical flow, their feature distance is defined
similarly:

Dist(V,V ′)D =

wh∑
j=1

λDj
||dj(V)− dj(V ′)||
||dj(V) + dj(V ′)||

, (16)

where λDj ’s are user specified weights. Then the overall feature
distance can be measured by:

Dist(V,V ′) = λDist(V,V ′)M+(1−λ)Dist(V,V ′)D, (17)

where λ is user specified weight. That is to say,the best math
for the query shot is the one with the smallest overall feature
distance.

V. EXPERIMENTS

To evaluate the performance of the proposed method for
the retrieval of video shorts, the average normalized modi-
fied retrieval rank (ANMRR) and the average recall (AR),
which were developed in [19], are chosen as the benchmark
indicators. The value of ANMRR determines the rank of the
correct shots unretrieved and the value of AR determines
the rate of the correct shots retrieved. The lower the value
of the ANMRR, the better the performance. In contrast, the
higher the value of the AR, the better the performance. Let
{q1, · · · , qS} denote the set of the query shots. For any qi, the
set G(qi) denotes the ground truth shots and

Kqi = min{4× ‖G(qi)‖, 2×max
i
‖G(qi)‖} (18)

denotes the value of the threshold, where ‖]‖ is the number
of the elements in the set ]. Then the set R(qi) denotes the
items correctly retrieved in the top Kqi results. So the value
of the AR and the ANMRR are calculated as:

AR =
1

S

S∑
i=1

‖R(qi)‖
‖G(qi)‖

, (19)

and

ANMRR =
1

S

S∑
i=1

‖G(qi)‖∑
m=1

Rank(gm)

‖G(qi)‖
− ‖G(qi)‖

2
− 1

2

Kqi −
‖G(qi)‖

2
+

1

2

,

(20)
where for gm ∈ G(qi), the Rank(gm) equals to the order
in the top Kqi retrievals if gm ∈ R(qi), while Kqi + 1 if
gm /∈ R(qi).

A. Experiment I

The first experiment is to compare the performance of
our algorithm with different values of λ. 202 ”M-type”
and 198 ”D-type” videos were used to test in this exper-
iment. Fig.4 shows the ANMRR and the AR with λ =
{0, 0.2, 0.4, 0.6, 0.8, 1}. We can see that when λ = 0, only
feature distance Dist(V,V ′)D is used. In this case, perfor-
mance of ”D-type” with Dist(V,V ′)D is more efficient than
”M-type”. When λ = 1 and Dist(V,V ′)M is available, we
have the opposite result. All these indicate the effectiveness
of Mi for ”M-type” and Di for ”D-type”.

Fig. 4. Performance of ”M-type” and ”D-type” with different λ.
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TABLE I
ANMRR VALUES AND AR VALUES WITH DIFFERENT λMj

Increase λMj in the left region to TλMj Increase λMj in the middle region to TλMj Increase λMj in the right region to TλMj
T=2 T=4 T=2 T=4 T=2 T=4

ANMRR AR ANMRR AR ANMRR AR ANMRR AR ANMRR AR ANMRR AR

Left-explosion
videos 0.3997 0.7886 0.3826* 0.8011* 0.4122 0.7761 0.4007 0.7325 0.4552 0.7551 0.4535 0.7641

Middle-explosion
videos 0.4815 0.7021 0.4772 0.6953 0.3916 0.7889 0.3778* 0.7999* 0.4238 0.7446 0.4611 0.7421

Right-explosion
videos 0.4771 0.6962 0.4688 0.6950 0.4816 0.6752 0.4421 0.6992 0.3995 0.7883 0.3747* 0.8118*

B. Experiment II

In this experiment, λMj are discussed. By the way, λDj ’s
discussion is similar and omitted here. When we construct
key frames, the Haar wavelet transform is used. However, the
Haar wavelet transform is connected with region of optical
flow field. Let’s see the example in Fig.5. In these three
video shots, the explosion occur at different region. If we
increase weights of λMj in the left location, such videos
like Fig.5a should show a better performance than Fig.5b
and Fig.5c.15 ”left-explosion” videos, 15 ”middle-explosion”
videos and 15 ”right-explosion” videos were used to test and
their results are listed in Table.I. The mark ”*” indicated the
better performance and the results proved our idea. Therefore,
if a prior knowledge about the query video shot is introduced
by human supervision, the efficiency of retrieval will be
improved.

(a) Left (b) Middle (c) Right

Fig. 5. Explosion at different region.

C. Experiment III

Finally, we discuss the performance of our algorithm.
Table.II listed the ANMRR and the AR values with different
motion-based algorithms. It can be seen that our algorithm
result in a lower ANMRR and a higher AR showed a better
performance.

VI. CONCLUSION

In this paper, we presented an algorithm based on optical
flow and Haar wavelet for video shot retrieval. More signif-
icant motion contents within a video shot can be extracted
by our algorithm. Experiments have demonstrated it is really
powerful. A example of query results for a given video shot
is shown in Fig.6.

TABLE II
PERFORMANCE WITH DIFFERENT ALGORITHMS, WHERE THE NUMBER OF
VIDEO SHOTS TO BE RETRIEVED IS 921 AND THE MARK * INDICATES THE

BETTER PERFORMANCE.

ANMMRR AR

Algorithm in [3] 0.3980 0.7815

Algorithm in [4] 0.4002 0.8036

Algorithm in [11] 0.4211 0.7991

Algorithm in [15] 0.3992 0.7211

Our algorithm 0.3977* 0.8082*

In future works, we will have to find solutions to merge
motion feature with other features, such as text, audio and so
on. Actually, a video retrieval system only based on a single
feature is not practical. To use more feature will lead to the
detection of more semantic contents.

(a) Query shot

(b) 1st result (c) 2nd result (d) 3rd result

(e) 4th result (f) 5th result (g) 6th result

Fig. 6. Top 6 retrieval results are listed,only their first frames are here.
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