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INTRODUCTION: Depression is a disabling disorder, which has been reported to be 

associated with alterations in brain structure and function (Kennis, et al., 2019), and 

current diagnosis of depression is based on diagnosis criteria drawn from self-reported 

clinical symptoms without any objective biomarkers. Although numerous methods 

have been proposed to find reliable and robust biomarkers for pre-diagnosis of 

depression onset, most of them are purely discriminative models and essentially learn 

a partition of the whole feature space (Gao, et al., 2018). However, prototype learning, 

which can be viewed as a generative model based on the Gaussian assumption, can 

learn a robust representation and is appropriate for rejection and open set problems (Liu 

and Nakagawa, 2001). 

 

METHODS: Motivated by the ability of the BrainnetCNN which can leverage the 

topological locality of functional brain networks by edge-to-edge, edge-to-node, node-

to-graph convolutional filters and fully-connected layers (Kawahara, et al., 2017), and 

prototype learning, we propose a convolutional prototype learning for brain networks 

(BCPL), which can extract discriminative features and learn multiple prototypes to 

represent different classes. The loss function (Figure 2A) is composed of distance based 

cross-entropy loss between samples and prototypes, and prototype loss between the 



samples and its closest prototype to learn inter-class separable and intra-class compact 

representations, in which λ is used to control the weight of prototype loss. As the 

flowchart is displayed in Figure 1, fMRI data were collected from 208 depression 

patients and 210 healthy controls from three sites, and were preprocessed based on 

SPM12. The functional connectivity matrix was estimated using Pearson correlation 

based on Brainnetome atlas for each subject (Figure 1A). Then functional connectivity 

matrix was input into the BCPL model to learn a prototype for each class, and the 

classification was implemented by finding the nearest prototype in the feature space. 

The nested k-fold cross-validation and leave-one-site-out strategies were used to 

evaluate the performance of the BCPL model and the traditional classifiers, including 

Linear support vector machine, Adaboost, Random forest, and Neural network. 

Furthermore, to increase interpretability, the Vanilla backpropagation algorithm was 

performed to identify the most contributing functional connectivities (FCs) (Simonyan, 

et al., 2013), which were then compared between depression and healthy controls using 

two-sample t-test. 

 

RESULTS: As summarized in Figure 2, the learned prototypes within the same class 

became more and more compact with the increasing of the weight λ on prototype 

loss (Figure 2A), demonstrating that our BCPL model can learn more robust and 

discriminative representations. Accuracies of 70% and 65% were obtained respectively 

for the multi-sites pooling and leave-one-site transfer classification by BCPL, achieving 

4% higher accuracy than traditional classifiers. Among the top 30 contributing features, 

increased FCs were found between middle frontal gyrus and amygdala, and 

hippocampus (P<0.005, FDR corrected), and decreased FCs were found between 

frontal lobe and superior parietal lobe, thalamus, and basal ganglia (p<0.05, FDR 

corrected). 

 

CONCLUSIONS: This is the first attempt to propose a novel deep learning framework, 

BCPL, making feature extractor and the prototypes being learned jointly from the 

functional connectivity matrix. In addition, the BCPL model was applied to improve 

depression classification, demonstrating that the most discriminative FCs were located 

between frontal lobe and subcortical nuclei, which shows its potential for detecting 

biomarkers in mental disorders. More importantly, results suggested that the proposed 

model can learn intra-class compact and inter-class separable representations, which 

can be used for rejection and incremental category learning tasks based on the distance 

to the prototypes, deserving further investigation. 
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Figure 1. The framework of the convolutional prototype learning for brain networks in 

distinguishing depression from healthy controls. (A) Data preprocessing and feature 

selection. Functional connectivity matrix was computed using Pearson correlation 



based on Brainnetome Atlas. (B) The functional connectivity data were randomly split 

into training, validation, and testing sets. In multi-site pooling classification, all three 

datasets were pooled together, and then k-fold cross-validation strategies were used for 

evaluating classification performance. In leave-one-site-out transfer prediction, the 

samples of a given imaging site were left for testing, and the sample of other sites were 

used for training. (C) Details of the convolutional prototype learning for brain networks 

(BCPL) model. In the bottom of the BCPL, convolutional neural networks for brain 

networks are used for extracting discriminative features from functional connectivity 

matrix, and in the top of the BCPL, prototype learning was used to build multiple 

prototypes to represent different classes. 

 

 

Figure 2. Prototype loss function and classification results of multi-site pooling and 

leave-one-site-out transfer classification. (A) The loss function is composed of 

similarity between samples and prototypes and prototype loss between the samples and 

its closest prototype, in which λ is used to control the weight of prototype loss. (B) 10-

fold cross-validation and leave-one-site-out classification performance. (C) Top 30 

discriminative functional connectivities discovered using the Vanilla backpropagation 

algorithm. 


