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Learning Coarse-to-Fine Graph Neural Networks
for Video-Text Retrieval
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Abstract—We address the problem of video-text retrieval that
searches videos via natural language description or vice versa.
Most state-of-the-art methods only consider cross-modal learning
for two or three data points in isolation, ignoring to get benefit
from the structural information of other data points from a global
view. In this paper, we propose to exploit the comprehensive
relationships among cross-modal samples via Graph Neural
Networks (GNN). To improve the discriminative ability for
accurately finding the positive sample, a Coarse-to-Fine GNN is
constructed, which can progressively optimize the retrieval results
via multi-step reasoning. Specifically, we first adopt heuristic edge
features to represent relationships. Then we design a scoring
module in each layer to rank the edges connected to the query
node and drop the edges with lower scores. Finally, to alleviate
the class imbalance issue, we propose a random-drop focal loss
to optimize the whole framework. Extensive experimental results
show that our method consistently outperforms the state-of-the-
arts on four benchmarks.

Index Terms—video-text retrieval, graph neural network,
coarse-to-fine strategy.

I. INTRODUCTION

W ITH the widely use of mobile phones and portable
cameras, tons of user-generated videos are uploaded

every day to video sharing websites, such as YouTube, Flickr
and Vimeo. A powerful query-based ad-hoc video search
method is essential to find the favorite videos for front-end
users while the capability of finding a proper natural language
description of the video is also demanded in video catego-
rization and recommendation tasks for back-end servers. Due
to the potential applications, video-text retrieval [1], which
means retrieving videos via natural language descriptions or
vice versa, has attracted remarkable attention in recent years.
Nevertheless, the semantic gap between the natural language
sentence and the video is still a crucial bottleneck. A video
has not only various scenes, actions and moving objects, but
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Fig. 1: Three types of strategies for video-text retrieval. Take
text-to-video retrieval as an example. (a) Conventional strategy
only considers two or three samples in similarity learning. (b)
GNN-based strategy exploits structural relationships among all
the samples. (c) Our CF-GNN not only models the structural
information but also progressively improves its discriminative
ability by focusing on the positive sample in a coarse-to-fine
manner.

also complex spatial and temporal structures [2, 3]. Though
the language sentence is much simpler to process than the
video data, capturing the high-level semantic structures of the
cross-modal data is still a difficult problem in matching the
textual and video contents.

Video-text retrieval has been extensively investigated in
recent years with the success of deep learning in computer
vision and natural language processing. Most of the these
methods [4–6] aim to learn compact feature representations of
videos and texts, then jointly embed them into a common space
where the relevant video-text pairs are close and irrelevant
pairs are far away. For example, the state-of-the-art video re-
trieval method, Dual Encoding [7], uses multi-level encodings
of videos and texts and trains the model in a common space
using triplet loss. Another SOTA method Collaborative Experts
[8] adopts various features on pretrained experts like audio
track and OCR and embeds them into the joint space via a
collaborative gated module where a bidirectional max-margin
ranking loss is deployed.

Although these approaches achieve promising results, as
shown in Figure 1 (a), they only consider the cross-modal
relationships among two or three data points in each learning
step and use contrastive or triplet loss as objective, while ig-
noring to exploit the structural information of other data points
from a global view. In fact, diverse data points can provide
rich context information for cross-modal similarity learning
and preserve their intrinsic semantic structures. However,
incorporating semantic relations and structural similarities of
the whole data space into cross-modal retrieval is not trivial.
Despite deep metric learning-based methods [9, 10] utilize
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several losses to constrain the query data to be closer to the
positive data than the negative ones, they cannot explicitly
model the relationships between any two data points for
structural learning. Therefore, our first question is: How to
explicitly leverage the relationships between different data
points for structural video-text retrieval?

Recently, Graph Neural Networks(GNNs), which receive
significant attention in many computer vision fields [11–15],
are able to handle data with rich relational structures by
aggregating and updating neighbouring features iteratively. By
learning the dependencies and propagating messages between
any two nodes in an arbitrary graph, GNNs have great potential
for video-text retrieval. Intuitively, as shown in Figure 1 (b),
taking a query as well as a set of videos and texts as graph
nodes, we can construct a cross-modal graph and directly
employ the popular GNNs like Graph Convolutional Networks
(GCNs) [16] to model the structural information. However,
in such a graph, a large amount of relationships should be
considered, which brings difficulty in finding the matched
target data corresponding to the query. In fact, for a given
query, there may only exist one positive sample while others
are negative. Such negative samples may distract the model
from focusing on the most relevant one. As a result, our second
question is: How to design an effective graph neural network
that can not only model the structural information but also
improve the discriminative ability by focusing on the positive
data?

To address the above two questions, as shown in Figure 1
(c), we propose a Coarse-to-Fine Graph Neural Network
(CF-GNN) for video-text retrieval, which can progressively
improve the model’s discriminative ability and locate the pos-
itive sample via multi-step reasoning. Specifically, as shown
in Figure 2, for a given query (either a text or video), we
build a cross-modal graph where the nodes are videos and
texts. To reduce the computational cost and avoid the influence
of irrelevant data, we adopt a pretrained cross-modal feature
extractor to retrieve the top-K relevant data samples as graph
nodes. For designing edges that connect nodes, we adopt
multi-dimensional edge features to depict the complex and
underlying relationships among videos and texts. Note that
some previous works [17, 18] have shown that exploiting
edge features achieves better performance than others with
scalar-based adjacency matrix [16, 19]. Here, we initialize
the edge features with heuristic information (e.g., cosine dis-
tance, Manhattan distance and Euclidean distance) calculated
from the connected nodes,which can capture rich relationships
and improve the discriminative ability of similarity learning.
To perform coarse-to-fine refinement, in each layer of our
framework, we design a scoring module to rank the edge
features connected to the query node and drop the edges with
lower scores. With the multi-step reasoning process in our
GNN, the discriminative edges are preserved, which makes
the retrieval results better in the deeper layers. To optimize
the whole framework, we propose a random-drop focal loss in
each layer to balance positive and negative samples and mine
hard samples. Extensive experimental results demonstrate the
significant performance of the proposed CF-GNN.

Our main contributions can be summarized as follows:

• We propose a novel coarse-to-fine graph neural network
for video-text retrieval which employs GNNs to model
the structural similarities among videos and texts and
progressively find the positive sample. To the best of our
knowledge, our CF-GNN is among the first to use GNNs
for video-text retrieval with a coarse-to-fine strategy.
• By carefully designing the heuristic edge features, learn-

able scoring modules, and random-drop focal loss, our
proposed method can jointly enjoy the merits of highly
discriminative ability, robust relationship refinement, and
balanced training of positive and negative samples.
• We have verified the effectiveness of CF-GNN on three

popular video-text retrieval benchmarks. Our approach
consistently outperforms the state-of-the-art. We also eval-
uate the performance on image-text retrieval tasks. The
favorable results on COCO dataset [20] demonstrate the
promising potential of our framework.

II. RELATED WORK

A. Video-Text Retrieval

Most video-text retrieval frameworks aim to learn video and
text features in a common space where similarities can be
calculated. For video feature representation, early approaches
adopt handcrafted features like HSV Color Histograms [21–
23], Local Binary Patterns (LBP)[22, 24], SIFT [25, 26], and
so on. In recent years, with powerful deep learning tech-
niques, most newly proposed video-text retrieval approaches
employ varieties of CNN and RNN architectures for better
performance. Yu et al. [27] use Long Short Term Memory
(LSTM) modules to encode sequence of video frames. Dual
Encoding [7] employs a bi-GRU and a pretrained CNN to
encode video features at global, temporal and local levels. For
text features, [4] formulates sentences as subject-verb-object
triplets by RNN. W2VV [28] proposes a multi-scale sentence
vectorization that utilizes Bag-of-Words (BoW), word2vec and
RNN based text encodings. W2VV++ [29] improves W2VV
with a better designed sentence encoding strategy which
considers the outputs from all intermediate steps of GRUs.
Variations of RNNs are also explored in text feature extracting
in [1, 30]. Other methods, like [31], get additional useful topic
facets from the Internet to improve the retrieval performance.

For the similarity learning, [32], one of the earliest works,
averages the frame-level features of one video and computes
a dot product with others to measure the similarity of whether
they belong to the same query text. BoW approach [33] maps
each frame-level feature into one or more visual words and
generates a tf-idf representation, based on which the video-
text retrieval is performed by calculating cosine distance.
Hashing is another research line which encodes videos into
the Hamming codes via learned hash functions [21, 34–36].
Recently, much progress in joint video-language embedding
is made by extending successful image-text retrieval methods
like VSE++ [1] or leveraging stronger deep models like bi-
GRU to extract global, local and temporal patterns [1, 27, 30].
For instance, [5] proposes an LSTM with visual-semantic
embedding method that jointly minimizes the distance between
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video and text vectors in the common space. However, struc-
tural similarities among all data samples in common space are
not comprehensively considered in video-text retrieval before,
which leads to a decrease in retrieval performance. The coarse-
to-fine retrieval strategy also remains to be explored.

B. Graph Neural Networks

There are many kinds of non-Euclidean data structures in
the real world such as social network and biogenic protein
structure, which cannot be modeled by conventional deep ar-
chitectures like CNNs or RNNs. Graph Neural Network [37] is
a powerful deep architecture that captures complex interactions
among non-Euclidean data and mines latent information. Cur-
rently, many GNNs focus on learning node features but ignore
learning multi-dimensional edge features. For instance, Garcia
and Bruna [38] propose a densely connected graph in few-shot
learning task, where every input node of the graph represents
the embedding feature and label information. Gao et al. [39]
employ a GNN in video classification task where nodes in
the graph are concepts of videos. Xu et al. [34] propose a
Graph Convolutional Hashing (GCH) approach, which learns
modality-unified binary codes via an affinity graph. Recently,
the potential of using edge features is explored. [17] proposes
a novel model that is capable of exploiting multi-dimensional
edge features, which obtains better performance compared
with conventional Graph Convolutional Graphs (GCNs) [16].
Kipf et al. [40] propose to infer the interactions and learn the
dynamics from the observational data with interpretable edge
features. Kim et al. [18] propose edge-labeling GNN (EGNN)
which explicitly exploits edge features and significantly im-
proves the performance over the existing GNNs. Our proposed
model also focuses on edge features. Unlike EGNN that only
utilizes 2-D edge features, we employ high-dimensional edge
features to hold rich relationships among data points.

Recently, there are several methods applying GNNs for
cross-modal retrieval. Chen et al. [41] propose a Hierarchical
Graph Reasoning (HGR) model for video-text retrieval. The
HGR generates hierarchical textual embeddings with modified
relational GCNs and aligns texts with videos at different
levels, while our model utilizes the global textual and visual
embeddings for alignment. However, the HGR model only
exploits the structural similarities on the text side and ignores
the complex relationship among texts and videos. Besides, in
terms of inference, the massive local pair matching at different
levels in HGR is time-consuming. [42] is another method that
uses GCNs to perform text feature extraction only. GCH [34]
employs a GCN to excavate data structural information to
generate optimal hash codes. However, each node in GCN
is a feature vector which is fused from a cross-modal pair.
Therefore, GCH cannot fully model the relations among all
data points. Besides, GCH does not fully exploit edge features
and lacks a coarse-to-fine retrieval strategy. It is also worth
mentioning that there are some k-NN graph-based methods
for cross-modal retrieval. [43, 44] build a graph utilizing the
top-k most relevant image features to the query image and
update the graph features based on hand-crafted rules. These
approaches do not consider multi-modal information and the

graph is not learned in an end-to-end manner. Other methods
like [45] construct the k-NN graph whose nodes are cross-
modal data points while the graph has no parameters to learn
and just functions to guide the training of another module.

III. METHOD

Video-text retrieval consists of text-to-video (text as queries)
and video-to-text (video as queries) retrieval, which are sym-
metric in our model. For simplicity, we will explain our
framework based on text-to-video retrieval, which we call
video retrieval in short. As illustrated in Figure 2, CF-GNN is a
coarse-to-fine video-text retrieval framework that progressively
improves the mode’s discriminative ability and locates the
positive sample via multi-step reasoning. Details are described
as follows.

A. Graph Construction

Given a video feature set {vi} and a text feature set {ti}
produced by a pretrained cross-modal feature extractor in d-
dimensional common space, a query feature q ∈ {ti} is
randomly selected from the text feature set (or from the video
feature set in video-to-text retrieval). In practical scenarios,
the number of videos and texts can be extremely large, which
makes it impossible to take all of them into account at one
time. To reduce the computational cost and avoid the influence
of irrelevant data, we retrieve the top-K videos and top-K
texts to the query based on cosine similarities.

To model the structural information among these data
points, we design a fully-connected graph whose nodes are
the retrieved 2K + 1 videos, texts, and query. The edges
of the graph can be learned by our proposed CF-GNN. Let
G = (V, E) be the constructed graph, where V and G denote
the node set and edge set, respectively. The node features are
initialized with the d-dimensional features of the videos, texts,
and query:

{x0
i }i=1...2K+1 = {vi}i=1...K ∪ {ti}i=1...K ∪ {q} (1)

To capture complex relationships among nodes, we aim to
learn multi-dimensional edge features. In our framework, the
edge features are initialized with heuristic information that
measures the similarities between the connected nodes in
different manners. Specifically, the edge connected to node
xi and xj is initialized as:

e0ij = [cosine(x0
i ,x

0
j )||`1(x0

i ,x
0
j )||`2(x0

i ,x
0
j )] (2)

where || is the concatenation operation. The cosine, `1, `2 rep-
resent cosine, Manhattan, and Euclidean distance, respectively.
The combination of these metrics holds a more comprehensive
relationship between the nodes. The dimension of edge fea-
tures will increase in message passing, enabling edge features
to hold richer relationships.
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Fig. 2: Overview of the proposed CF-GNN (text-to-video retrieval). The input are the videos, corresponding sentences and
the query sentence. We first use a pretrained feature extractor to extract features in d-dimensional common space. Then we
construct the graph by selecting the query feature, Top-K nearest video features and text features respectively as node features.
The graph is fully-connected where edge features are initialized with heuristic information of the connected nodes. We apply
message passing and learn a scoring module on selected edge features for coarse-to-fine refinement in each layer. Finally, we
employ the random-drop focal loss and structural context-aware loss to optimize the model.

B. Our Proposed CF-GNN

Since we have constructed the graph with node features and
edge features, the problem now lies in how to pass messages
between nodes and conduct coarse-to-fine retrieval.

Message Passing. The CF-GNN consists of L layers where the
node features and edge features are updated alternately in each
layer. To be specific, in layer l+1, we first update each node
feature xl+1

i by aggregating all its neighbour nodes along with
the connected edge features. Since each element in an edge
feature can be regarded as a similarity measurement between
connected nodes, we can update node features as follows:

xl+1
i = f l+1

x (xli||
1

Dl
(

Dl∑
d=1

∑
j 6=i

elijd∑
k e

l
ikd

xlj)) (3)

where eijd is the dth element of the edge feature vector eij ,
Dl is the length of edge feature vector in the lth layer, and
f l+1
x is the node feature update network. By synthetically

measuring the weighted proportions of similarities between
all neighbouring nodes, we update the node features via
considering the structural information.

Then edge features are updated based on the newly updated
node features. We employ an edge feature update network fe to
measure the similarities between node xi and all its neighbour
nodes. Specifically, for the element eijd, we can update it
according to the weighted proportions of all the connected
edge features as follows:

el+1
ijd =

hl+1
ijd e

l
ijd∑

k h
l+1
ijd e

l
ikd

∑
k

elikd (4)

el+1
ij = elij ||el+1

ij (5)

where hl+1
ij = f l+1

e (|xl+1
i − xl+1

j |), f l+1
e is the edge feature

update network whose output has the same dimension as elij .
Here, the learned hl+1

ij provides additional attention on the
edge features in the lth layer. A similar update rule can
be found in [18]. Asymmetric edges can better model the
complex structural relationships. Then we concatenate el+1

ij

with the edge features in the previous layer, which doubles the
dimension of edge features. The concatenation brings several
benefits which will be explained later. Note that although we
can adopt different edge update networks to measure different
types of relationships such as text-text, text-video and video-
video, we find this design does not obtain much gain in our
experiments. For simplicity, we utilize the same f l+1

e for all
the edge types.

Coarse-to-Fine Edge Refinement. We build a coarse-to-fine
video-text retrieval framework that progressively improves the
model’s discriminative ability and locates the positive sample
via multi-step reasoning. Based on the retrieval results in the
previous layer, CF-GNN produces retrieval results which are
more refined in the current layer. To be specific, for the lth
layer, we aim to obtain a binary refining mask to record the
selection of edges connected to the query node and video
nodes. The edge selection can also be viewed as a selection
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of candidate videos. With the edge features el, we design a
scoring module Sl to rank the candidate videos:

slqvi = Sl(elqvi) (6)

where q and vi denote the index of the query and the ith
candidate video, respectively. slqvi is the importance score for
retaining the corresponding edge. Since the edge features in
the current layer are concatenated with the edge features from
the previous layer, our method can avoid a drastic variation
between the learned scores in consecutive layers.

Intuitively, the edges with higher scores are more likely
to be connected to the target video. We consider the top-kl

candidate videos for further coarse-to-fine processing. As a
result, we can generate a refining mask ml as follows:

ml
qvi =

{
1, rank(slqvi) ≤ k

l

0, else
(7)

where ml
qvi is the ith element of the refining mask for the

query q. The rank(·) is a function which indicates the sorted
index of the input. ml records a newly refined candidate video
selection produced in this layer and will be sent to the next
layer as a coarse selection to be further refined.

We repeat the above steps in each layer, generating a set of
coarse-to-fine retrieval results layer by layer and progressively
improve the discriminative ability of our model.

C. Learning and Inference

Loss Function. Training the coarse-to-fine video-text retrieval
framework described above is not trivial. In fact, the edge
refinement in each layer should be valid thus can ensure the
effectiveness of the coarse-to-fine strategy. To this end, we
add training objectives into each layer and adopt a warmup
learning strategy (see section IV-B). This design also avoids
the gradient vanishing problem in the deep architecture.
Besides, residual connections that concatenate edge features
over layers, also accelerates the gradient flow. In the training
process, each layer in our framework, which can be viewed
as a coarse-to-fine step, is trained to select a more refined
candidate video set where fewer negative samples are included
and the positive sample is located more precisely. Due to
the severe class imbalance of positive samples and negative
samples, for an edge score slij , we define a random-drop focal
loss in each layer as follows:

L̂lij = −ml
ij [α

lYij(1− slij)
γ logslij

+wl
ij(1− αl)(1− Yij)(slij)γ log(1− slij)]

(8)

where Yij is the ground-truth label of the edge eij , Yij = 1
means the data points i and j are matched (see Section IV-B
for more details), αl is a weight balancing positive samples and
negative samples, wl

ij is a binary code drawn from a Bernoulli
distribution which takes the value 1 with probability pl. mij

is the mask meaning that we focus on the refined samples.
With Eq. (8), the loss of all the query-video pairs in layer l
is:

LlqV l =
∑
vi∈V l

L̂lqvi (9)

where q and V l are the query and candidate video set in
layer l, respectively. L̂qvi is calculated following Eq. (8).
By randomly dropping some negative samples in the selected
candidate video set, our loss function focuses on the most
relevant positive samples and part of the negative candidate
video samples for better training. The random-drop operation
in the loss can further assist the refinement in coarse-to-fine
steps: CF-GNN excludes some candidate videos that are least
likely to be the target sample in each layer using the learned
mask m, while the random-drop operation in our loss function
further drops some randomly selected negative samples to help
alleviate class imbalance and the impact of noise samples.

Up to now, we have only considered the query-video re-
lationships, while ignoring other context information such as
video-text, text-text relationships (note that there is no video-
video pair as videos are independent). In fact, the contextual
videos and texts around the query share structural semantics,
which provide useful information for locating the target video.
Besides, there are more matched pairs in video-text and text-
text relationships, which helps alleviate the class imbalance
problem. In our experiment, we find that further exploiting the
relationships among these data points improves the retrieval
performance (see section IV-D). To avoid computational cost,
we select the top-c most similar videos Vc and texts Tc to
the query and constrain all the additional video-text, text-text
relationships using Eq. (8) and calculate the structural context-
aware loss:

Llcontext = LlVcTc
+ LlTcTc

=
∑
vi∈Vc

∑
tj∈Tc

L̂lvitj +
∑
ti∈Tc

∑
tj∈Tc,j 6=i

L̂ltitj
(10)

We find that learning a refining mask m for structural context-
aware loss does not obtain much gain in our experiments, thus
we set m as 1. Overall, the total loss for each constructed
graph in our framework can be formulated as:

L =
∑
l

[λLlqV l + (1− λ)Llcontext] (11)

where λ is the trade-off hyperparameter.

Inference. At test phase, given a query, we use the masked
scores in the last layer of GNN to rank the candidate samples.
Since CF-GNN has been well trained, it is capable of capturing
structural similarities among data points and refining the
retrieval results layer by layer. The candidate sample with the
highest score in the last layer of GNN is the final retrieval
result.

D. Discussion

Is it a general retrieval model and not specified to video-
text retrieval? As the first step of using GNNs for video-
text retrieval, we put more concentration on the structural
modeling than video/text representation learning. Compared
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with other retrieval tasks like image-text retrieval, video-text
retrieval is more challenging and has a larger domain gap.
Also, the structural relationships among videos and texts are
extremely complex, which requires a well-designed model as
a remedy. Therefore, our work mainly aims to narrow the gap
on this challenging task. Note that designing specific feature
representations for different modalities is not our major goal,
while we mainly focus on the complex relationship modeling
and refinement. Obviously, the proposed framework has a good
generalization ability for other retrieval tasks.

IV. EVALUATION

We conduct extensive experiments on 4 popular benchmarks
to evaluate our framework. For video-text retrieval, we first
evaluate our CF-GNN on the MSR-VTT dataset [46] following
the settings in [7]. Then we replicate the experiments on
MSVD dataset [47] and TGIF dataset [48] to evaluate cross-
dataset generalization of our model. To test the robustness
of our method, we adopt different pretrained feature ex-
tractors [7, 8] for evaluation. For other cross-modal tasks,
we perform text-to-image and image-to-text retrieval on MS-
COCO dataset [20] with the feature extractor used in VSE++
[49] to evaluate cross-domain generalization. The favorable
results demonstrate the high generalization performance of our
method.

A. Datasets and Evaluation Metric

Four benchmark datasets are included in our experiments,
among which MSR-VTT, MSVD, TGIF are video datasets
with corresponding descriptions and MS-COCO is an image
dataset consisting of corresponding captions.

MSR-VTT. The MSR-VTT dataset is a large-scale video
benchmark for video understanding, providing 10k video clips
and 200k corresponding clip-sentence pairs. Each clip is
annotated with 20 descriptions in average. According to the
official data partition, 6513 clips are used for training, 497
clips for validation and 2990 clips for testing. MSR-VTT is
one of the largest datasets in video-text retrieval.

MSVD. The MSVD dataset contains 1970 clips from
YouTube and each video has about 40 desriptions in multiple
languages. We use English sentences only and the same data
splits as previous work [50] for a fair comparison. Specifically,
we use 1200 clips for training, 100 clips for validation and the
remaining 670 clips for testing.

TGIF. The TGIF dataset contains 100k animated GIFs
and 120k description sentences. The animated GIFs can be
seen as video clips and are suggested using video description
techniques. There is 1 sentence per animated GIF for the
training and validation splits, and 3 sentences per GIF for the
test split. According to the official data splits, we use 80,000
GIFs for training, 10,708 GIFs for validation and 11360 GIFs
for testing.

MS-COCO. MS-COCO is a large-scale object detection,
segmentation, and captioning dataset. Each image has 5 cap-
tions. In image-text retrieval, we use the split of [7], where

the training set contains 82,783 images, 5000 images for
validation and 5000 images for testing.

Evaluation Metric. We follow the standard evaluation
criterion used in most prior video-text retrieval works [1, 7,
8]. We measure the rank-based performance, namely R@K
(K=1,5,10), Median rank (Medr), Mean rank (Meanr) and
mean Average Precision (mAP). R@K is the proportion that
at least one correct item to the query is found among the
top-K retrieved results. Median rank and Mean rank are the
median position and mean position of the first correct item of
the results. Higher R@K, mAP and lower Medr, Meanr are
expected in video-text retrieval.

B. Implementation

We implement our framework using PyTorch [51] and run
on TITAN RTX GPUs. Our CF-GNN consists of 3 layers since
we found adding more layers can not bring much gain but the
extra computational and space overhead will slow down the
inference speed. The size of video features and text features
generated from the pretrained cross-modal feature extractor is
2048 (d=2048). In graph construction, we select the top-100
videos and texts (K = 100) which are most similar to the
query in all datasets, which can cover the target sample for
most queries. We follow the same structures of node feature
update network fx and edge feature update network fe in
[18], except the dimensions of output. The dimensions of
edge features in each layer, Dl, are 6, 12, 24, respectively
while the initial edge features are 3-dimensional vectors. The
node dimension is compressed from 2048 to 256 in the first
layer and remains unchanged. The scoring module S is a
fully-connected layer with batch normalization and sigmoid
activation function. Experiments show that our model is robust
to the parameter kl in each layer and it will be analyzed later
(see section IV-D). We set kl to 90, 60, 30 respectively and our
model works well. The ground-truth label Yij in loss function
is defined as follows: For i, j in the same modality, it is set
to 1 for texts only when both of them are the descriptions of
the same video and set to 0 for all videos since videos are
independent in the datasets; for i, j in different modalities, it
is set to 1 only when they are a matched video-text pair. The
parameter c related to Lcontext is set to 5. The α, γ, p and λ
in loss function are set to 0.8, 2, 0.7 and 0.7 empirically in
each layer. For the video-text retrieval task, we employ the
pretrained video and text feature extractors used in [7, 8] to
obtain the initial video and text representations. For the image-
text retrieval, we employ the pretrained image and text feature
extractor in [49]. We use SGD with Adam [52] optimizer
and set initial learning rate to 0.0001. For every 5 epochs
we decrease the learning rate by half. The weight decay is
10−5. The mini-batch size is set to 13 in order to make full
use of the GPU memory. In the training process, we do not
use the refining masks in the first two epochs in order to warm
up our CF-GNN model. If not, the initial model cannot figure
out which candidate videos to be preserved during the coarse-
to-fine step at the very beginning.
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TABLE I: State-of-the-art on MSR-VTT. Larger R@1,5,10, mAP and smaller Med r, Mean r indicate better performance.

Method
Text-to-Video Retrieval Video-to-Text Retrieval

R@1 R@5 R@10 Med r Mean r mAP R@1 R@5 R@10 Med r Mean r mAP

VSE[49] 5.0 16.4 24.6 47 215.1 - 7.7 20.3 31.2 28 185.8 -
VSE++[1] 5.7 17.1 24.8 65 300.8 - 10.2 25.4 35.1 25 228.1 -

Mithun et al.[1] 5.8 17.6 25.2 61 296.6 - 10.5 26.7 35.9 25 266.6 -
W2VV[28] 6.1 18.7 27.5 45 - 0.131 11.8 28.9 39.1 21 - 0.058

Dual Encoding[7] 7.7 22.0 31.8 32 206.6 0.155 12.8 30.4 42.3 16 123.2 0.065
Ours + Dual Encoding 8.0 23.2 32.6 31 206.0 0.160 14.3 32.2 44.3 14 121.3 0.069

CE[8] 22.5 52.1 65.5 5 22.5 0.365 34.4 64.6 77.0 3 13.2 0.213
Ours + CE 24.3 56.6 70.4 4 20.4 0.392 37.9 68.1 79.1 2 10.9 0.251

TABLE II: State-of-the-art on MSVD. Larger R@1,5,10 and smaller Med r, Mean r indicate better performance.

Method
Text-to-Video Retrieval Video-to-Text Retrieval

R@1 R@5 R@10 Med r Mean r R@1 R@5 R@10 Med r Mean r

CCA[53] - - - - 251.3 - - - - 245.3
JMDV[4] - - - - 224.1 - - - - 236.3
VSE[49] 12.3 30.1 42.3 14 57.7 15.8 30.2 41.4 12 84.8

VSE++[49] 15.4 39.6 53.0 9 43.8 21.2 43.4 52.2 9 79.2
Dual Encoding[7] 21.6 49.5 62.3 6 34.7 27.8 48.7 58.7 6 55.5

Ours + Dual Encoding 22.8 50.9 63.6 6 34.2 30.9 54.2 63.7 4 42.2

TABLE III: State-of-the-art on TGIF. Larger R@1,5,10 and smaller Med r, Mean r indicate better performance.

Method
Text-to-Video Retrieval Video-to-Text Retrieval

R@1 R@5 R@10 Med r Mean r R@1 R@5 R@10 Med r Mean r

VSE++[49, 54] 1.55 5.89 9.77 220 - 1.42 5.63 9.60 192 -
Order[54, 55] 1.58 5.57 9.41 205 - 1.67 5.49 9.20 223 -

Corr-AE[54, 56] 2.10 7.38 11.86 148 - 2.15 7.29 11.47 158 -
DeViSE[6, 54] 1.58 5.57 9.41 205 - 1.67 5.49 9.20 223 -

PVSE[54] 3.01 9.70 14.85 109 - 3.28 9.87 15.56 115 -
Dual Encoding[7] 9.5 22.3 30.1 46 382.7 12.9 28.2 37.2 25 239.7

Ours + Dual Encoding 10.2 23.0 30.7 44 382.2 13.4 29.4 38.5 23 239.0

C. Results

Video-Text Retrieval. On MSR-VTT benchmark, we compare
our proposed method with existing state-of-the-art methods
in text-to-video retrieval and video-to-text retrieval tasks. We
adopt two baseline feature extractors, the first is Dual Encod-
ing [7], which only exploits RGB information to extract the
video features. The second is Collaborative Experts (CE) [8]
that employs multi-modal information such as audio, OCR,
and face recognition for representing a video.

Table I summarizes the performance of CF-GNN on MSR-
VTT dataset. We observe that our proposed method consis-
tently outperforms other state-of-the-art video-text retrieval
methods in all evaluation metrics. Specifically, our method
obtains the mAP of 0.392 and 0.251 in text-to-video and video-
to-text retrieval respectively, which significantly outperforms
the 0.365 and 0.213 by CE. The results suggest that CF-GNN
can fully exploit structural similarities among query, videos
and texts and generate more accurate retrieval results. Besides,
CF-GNN performs well on different pretrained cross-modal
feature extractors using different kinds of video features, show-
ing a good generalization of our model. Finally, we observe

that compared with the state-of-the-art methods using RGB
information of videos, CF-GNN obtains more improvements
on those using multi-modal information of videos. This is
because the multi-modal information of videos contains richer
discriminative information which can be further exploited by
CF-GNN.

On MSVD dataset, we retrain the Dual Encoding model
on MSVD as our feature extractor1. Here, we adopt the
state-of-the-art methods that only use RGB information for
comparison. The results are shown in Table II. CF-GNN again
outperforms other state-of-the-art methods in all evaluation
metrics. We notice that the improvement in video-to-text re-
trieval is better than in text-to-video retrieval on both datasets.
We believe this is because in video-to-text retrieval, a video
usually has more than one relevant text which alleviates the
class imbalance problem.

We also evaluate our proposed model on the TGIF dataset as
we believe TGIF is more challenging for video-text retrieval.
Each GIF in the TGIF training set is annotated with only one

1Dual Encoding [7] does not provide the pretrained model on MSVD and
TGIF.



8 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. XX, NO. XX, X 2020

TABLE IV: Image-text retrieval on MS-COCO. The results show the generalization ability of our model.

Method
Text-to-Image Retrieval Image-to-Text Retrieval

R@1 R@5 R@10 Med r Mean r mAP R@1 R@5 R@10 Med r Mean r mAP

VSE++[49] 33.7 68.8 81.0 3 12.9 0.492 43.6 74.8 84.6 2 8.8 0.387
Ours + VSE++ 35.8 70.1 81.6 3 12.5 0.507 46.0 76.3 85.3 2 8.5 0.394

TABLE V: Ablation on MSR-VTT. The results show that all the components in our framework are useful.

Method
Text-to-Video Retrieval Video-to-Text Retrieval

R@1 R@5 R@10 Med r Mean r mAP R@1 R@5 R@10 Med r Mean r mAP

1 layer 7.8 22.8 32.2 32 206.3 0.158 13.2 31.9 43.0 16 122.2 0.067
2 layers 7.9 23.0 32.3 32 206.2 0.158 13.7 32.1 43.9 15 121.9 0.068
w/o SL 7.9 22.8 32.0 32 206.2 0.159 14.0 31.9 43.5 16 122.2 0.067
w/o EC 7.7 22.3 32.0 32 206.4 0.158 13.7 31.7 43.5 16 122.3 0.067
w/o SM 7.8 22.4 31.8 32 206.6 0.156 13.6 32.2 43.3 15 122.3 0.067
w/o EI 7.9 22.6 31.9 32 206.6 0.157 13.4 32.1 43.1 16 122.4 0.066

w/o C2F 7.9 22.9 32.4 32 206.2 0.156 13.6 31.9 43.9 15 122.0 0.067
Full (CL) 7.7 22.8 32.3 32 206.2 0.156 13.7 32.2 43.4 15 122.2 0.067
Full (FL) 8.0 22.9 32.5 31 206.1 0.160 13.6 32.1 43.4 15 122.0 0.067

Full 8.0 23.2 32.6 31 206.0 0.160 14.3 32.2 44.3 14 121.3 0.069

TABLE VI: Coarse-to-fine parameter kl. The table shows different versions of {kl} set.

Method
Text-to-Video Retrieval Video-to-Text Retrieval

R@1 R@5 R@10 Med r Mean r mAP R@1 R@5 R@10 Med r Mean r mAP

kl=40,30,10 23.8 55.7 69.7 4 20.4 0.386 37.0 66.9 78.1 3 11.3 0.240
kl=60,40,20 24.1 56.0 70.1 4 19.9 0.389 37.4 67.3 78.8 3 11.0 0.249
kl=80,60,40 24.2 56.4 70.4 4 20.3 0.390 37.4 67.3 79.0 3 11.1 0.249
kl=90,70,50 24.2 56.3 70.0 4 20.6 0.389 37.8 68.6 79.4 2 11.1 0.246
kl=90,60,30 24.3 56.6 70.4 4 20.4 0.392 37.9 68.1 79.1 2 11.1 0.246

sentence while in validation and testing set it is annotated
with 3 sentences, which brings a severe class imbalance
in video-text retrieval. Besides, the lack of descriptions for
videos further aggravates the difficulty in exploiting struc-
tural similarities by CF-GNN. Consequently, compared with
other two datasets, our CF-GNN does not obtain significant
improvements in TGIF. Even so, as shown in Table III, our
method still outperforms other state-of-the-arts2, which shows
the effectiveness of our approach.

We also noticed another paper HGR [41] for video-text
retrieval, which was proposed at almost the same time and
obtained a higher performance. The relations with HGR have
been clarified in Related Work (see Section II). Note that
our model mainly focuses on the structural modeling and
relationship refinement among videos and texts rather than
learning better feature representations. Of course we can
further boost our model’s performance as long as we adopt
the feature extractor in HGR and exploit structural similarities
with our CF-GNN, but it is unnecessary indeed.

Image-Text Retrieval. To evaluate the cross-domain general-
ization of our proposed model, we perform image-text retrieval

2We cite the results of the state-of-the-arts (except Dual Encoding) on TGIF
from the second version of [54] on arXiv.

TABLE VII: Sum of recall in each layer on three datasets.
MSR-VTT MSVD TGIF

1-layer 150.8 280.9 142.8
2-layer 152.9 284.2 144.0
3-layer 154.6 286.1 145.2

on MS-COCO dataset. We retrain the VSE++ [49] model on
MS-COCO as feature extractor, following the setting in [7].
The results are reported by averaging over 5 folds of 1,000
test images. As shown in Table IV, CF-GNN outperforms
VSE++ in all evaluation metrics, suggesting a good cross-
domain generalization of our model. Only one method is
compared because our model mainly focuses on video-text
retrieval and we perform image-text retrieval experiment based
on the popular VSE++ just in order to evaluate CF-GNN’s
generalization ability.

D. Further Remarks

To investigate the effectiveness of all the components pro-
posed in our model, we conduct a series of ablation studies
on MSR-VTT dataset using the pretrained feature extractor
in Dual Encoding [7]. Every time we remove or modify one
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component from the full model and check the corresponding
performance. We fix the settings of our model to ensure
the results are comparable. Table V shows the corresponding
results of several ablated versions of CF-GNN.
1 layer. The ablated version of 1 layer constructs a one-layer
CF-GNN that cannot perform multi-step coarse-to-fine video-
text retrieval, which shows lower performance.
2 layers. This ablated version constructs a two-step coarse-to-
fine video-text retrieval framework. Compared with the ablated
version of 1 layer, the increase of the overall performance
indicates the effectiveness of multi-step coarse-to-fine video-
text retrieval.
W/o SL. In this version, we omit the structural context-aware
loss to see if it is beneficial. From the results we can observe
its effectiveness.
W/o EC. This version aims to study whether the edge feature
concatenation is useful. Dimensions of edge features in every
layer are 3 in this version. Results show a significant drop in
retrieval performance, meaning that edge feature concatenation
plays an important role in CF-GNN.
W/o SM. For this version, we check whether the samples
from the same modality of the query (i.e. the top-K most
similar texts to the query in text-to-video retrieval) are helpful.
As shown in Table V, samples from the same modality of
the query can provide contextual information for cross-modal
retrieval.
W/o EI. To evaluate whether the heuristic information used
in edge feature initialization works in CF-GNN, we randomly
initialize edge features with values between 0 and 1 and the
accuracy drops.
W/o C2F. We disable the coarse-to-fine strategy in our model
and do not refine the candidate videos/texts every layer. The
results prove the effectiveness of our coarse-to-fine retrieval
strategy.
Full (CL). Here we replace our proposed random-drop focal
loss with the widely-used cross entropy loss. Decrease can be
seen in performance, which are mainly accused of the class
imbalance issue.
Full (FL). This version utilizes the commonly used focal
loss [57] for model training. From Table V we can observe
that CF-GNN with random-drop focal loss obtains a better
performance than the original focal loss.
Coarse-to-Fine Parameter kl. We investigate the influence
of the parameter kl in each layer of our coarse-to-fine video-
text retrieval framework. We test several sets of {kl} while
keeping other parameters fixed. The results on MSR-VTT
using pretrained feature extractor CE [8] are presented in Table
VI. Generally speaking, our model is robust to the parameter
kl in each layer, as long as they are well-proportioned between
0 and 100. Parameter sets {kl} with extreme proportions
will lead to a decrease in retrieval performance (i.e. kl =
40, 30, 10).
Corase-to-Fine Results in Each Layer. We take out the
text-to-video and video-to-text retrieval results in each layer
of CF-GNN and calculate the sum of recall@1,5,10. We
use Dual Encoding [7] as the feature extractor. As shown
in Table VII, the performance of CF-GNN increases layer-

by-layer, indicating the effectiveness of our coarse-to-fine
framework.
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Fig. 3: Parameter analysis with different p and λ

λ in loss function. The trade-off hyperparameter λ in our
loss function is also investigated. As shown in Figure 3, we
vary λ from 0.1 to 0.9 and calculate the sum of recall in
video-text retrieval on MSR-VTT using feature extractor in
Dual Encoding [7]. We can observe that the accuracy is quite
low when λ is 0.1, which means we focus too much on the
structural context-aware loss. The accuracy also drops when λ
is 0.9 and achieves its highest value at λ = 0.7, indicating that
a good combination of our proposed random-drop focal loss
and structural context-aware loss is beneficial to our model.
p in loss function. We investigate the sensitivity of the
parameter p in loss function. As shown in Figure 3, we vary
p from 0.1 to 0.9 and calculate the sum of recall in video-
text retrieval on MSR-VTT using feature extractor in Dual
Encoding [7]. Results indicate that dropping too many negative
samples or preserving most negative samples will decrease the
performance. A proper random-drop strategy is useful to CF-
GNN.

Query: a boy is demonstrating how to make a paper air plane

Original
Results

Layer 1 
Results

Layer 2 
Results

Layer 3 
Results

Fig. 4: Examples of the top-5 text-to-video retrieval results
in each layer of CF-GNN on MSR-VTT dataset. We employ
the pretrained feature extractor CE [8]. The video with a red
bounding box is the ground truth.

E. Qualitative Analysis
We present some qualitative examples of the top-5 video-

text retrieval results in each layer of CF-GNN on MSR-VTT
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Original Results Layer 1 Results Layer 2 Results Layer 3 Results

Query: 

the lights flashes on the black 
monitor near the window

a movie clip in a court room

all women singing and dancing

the world shows from out of 
space on a tv screen in a room 
with a window

a man playing a piano

a man video taping his 
television while a movie plays

the lights flashes on the black 
monitor near the window

a movie clip in a court room

the world shows from out of 
space on a tv screen in a room 
with a window

a man playing a piano

television screen with display of 
planet  earth and someone tells 
about it

the lights flashes on the black 
monitor near the window

the world shows from out of 
space on a tv screen in a room 
with a window

a movie clip in a court room

a man video taping his 
television while a movie plays

television screen with display of 
planet  earth and someone tells 
about it

the lights flashes on the black 
monitor near the window

the world shows from out of 
space on a tv screen in a room 
with a window

a movie clip in a court room

a man video taping his 
television while a movie plays

Fig. 5: Examples of the top-5 video-to-text retrieval results in each layer of CF-GNN on MSR-VTT dataset. We employ the
pretrained feature extractor CE [8]. The text with a red bounding box is the ground truth. Top-ranked texts are at the top of
the table.

datasest. Our model retrieves the candidate videos/texts in
a coarse-to-fine manner by exploiting structural similarities
among video and text data points in common space. As shown
in Figure 4 and Figure 5, the original results are from the
base model (CE [8]) and the ground-truth video/text with a
red bounding box is gradually ranked to the top via multi-step
reasoning. Since the candidate videos/texts are quite similar
and easy-confused, they may not be well retrieved in previous
methods. CF-GNN exploits latent semantic relations among
all top-K videos and top-K texts to the query and retrieves
videos/texts in a coarse-to-fine manner, which gradually dis-
tinguishes the subtle semantic differences among them, thus
improving the retrieval performance.

F. Efficiency Test

In terms of inference, to save computational overhead, we
construct the graph with only the top-K (K=100) most similar
samples as vertices. The computational complexity of selecting
the top-K from N samples based on min-heap is O(N) (when
K � N ). Base models (e.g. Dual Encoding [7], Collaborative
Experts [8]) find out the closest sample in common space as
the retrieval result, whose minimum computational complexity
is also O(N). Therefore, the extra time overhead in our
model mostly lies in message passing in GNNs, which can
be efficiently executed by GPUs. Specifically, with a TITAN
RTX GPU, the average inference time of our model and Dual
Encoding [7] (base model) are 0.09 and 0.06 seconds per
query respectively on the MSR-VTT dataset. When it comes to
training, with the help of extracted video and text features, our
model takes about 8 hours to achieve its convergence on the
MSR-VTT dataset. Note that once the network is trained, the
inference can be performed independently, which means we

can process large-scale training offline and respond to queries
on the fly.

V. CONCLUSION

In this paper, we propose a novel coarse-to-fine graph
neural network for video-text retrieval which progressively
improves the model discriminative ability and locates the
positive sample via multi-step reasoning. To the best of our
knowledge, we are among the first to use GNNs to model
structural similarities among data points in common space
and perform video-text retrieval with a coarse-to-fine strategy.
We focus on exploiting edge features in GNNs and initialize
them with heuristic information. By designing the learnable
scoring modules that refine the retrieval results layer by layer
and a random-drop focal loss that alleviates class imbalance
and impact of noise samples, CF-GNN jointly enjoys the
merits of highly discriminative ability, robust relationship
refinement and balanced training of positive and negative
samples. Our model outperforms the state-of-the-art methods
on three popular video-text retrieval benchmarks. The results
of ablation study prove the effectiveness of every component
in our model. Besides, the favorable results on MS-COCO
dataset for image-text retrieval consistently demonstrate the
promising potential of CF-GNN.

As the first step of using GNNs for video-text retrieval,
we put more concentration on the structural modeling than
video/text representation learning. In the future, we plan to
make better use of the temporal/scene/object/action/knowledge
information of videos and texts in an end-to-end manner.
Besides, the proposed framework has great potential to be
applied for other tasks such as cross-modal hashing and person
re-identification, which can be further explored.
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