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Abstract: Low-resolution face images can be found in many practical applications. For example, faces captured from surveillance
videos are typically in small sizes. Existing face recognition deep networks, trained on high-resolution images, perform poorly in recog-
nizing low-resolution faces. In this work, an improved multi-branch network is proposed by combining ResNet and feature super-resolu-
tion modules. ResNet is for recognizing high-resolution facial images and extracting features from both high- and low-resolution images.
Feature super-resolution modules are inserted before the classifier of ResNet for low-resolution facial images. They are used to increase
feature resolution. The proposed method is effective and simple. Experimental results show that the recognition accuracy for high-resol-

ution face images is high, and the recognition accuracy for low-resolution face images is improved.
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1 Introduction

Compared to other common biometric techniques, face
recognition is more prevalent due to its easy accessibility.
Face recognition has been one of the dominant research
areas in computer vision, and it plays a momentous role
in various fields[:> 2. The earlier face recognition methods
are based on local feature descriptors, such as scale-in-
variant feature transform (SIFT) and local binary pat-
tern (LBP)Bl. Local descriptors extract lower-level fea-
tures, such as corners, edges, and textures, which work
well with constrained face images. Images used for face
recognition are often unconstrained in practice. Several
factors such as illuminations, poses, and image resolu-
tions, considerably affect the recognition accuracy. Some
works have shown that higher-level features learned us-
ing deep neural networks are much more robust to
noises[47..

Recently, the face recognition methods based on deep
learning networksl49 have achieved accuracy extremely
close to human performance. Since 2014, sophisticated
neural networks including DeepFacelld, FaceNetl[!l],
VGGFacel’?l] and ArcFacel’3] have achieved outstanding
verification performance on Labeled Faces in the Wild
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(LFW) databasel'4. Some of them even have higher ac-
curacies than humans®1!, In 2014, Alexnet-based Deep-
Facell0l obtained 97.35% accuracy on LFW database.
Since then, VGG-16 based VGGFacel'?l reached 98.95%
accuracy, and ArcFacel!3 had the highest accuracy,
99.83%, in 2018. Recently, state-of-the-art works employ
ResNet due to its lower memory consumption and better
performance instead of visual geometry group net
(VGG)5). All these networks are trained on large data-
basesl? 16-20] of high-resolution (HR) images, including the
variations in groups, poses, and facial expressions. It is
shown that image resolution has a significant influence on
face recognition performancel?!: 22, The recognition accur-
acy reduces rapidly with the decrease of image
resolutionl?3 24, The face recognition of low-resolution
(LR) images remains a challenging problem[2428],

As a result of smaller size and lower resolution, LR
images contain less information than HR images. The su-
per-resolution (SR) methods are introduced to increase
resolution and enhance information. One kind of SR
method is image super-resolution (ISR)[29-36] which in-
creases the resolution on image level. The entire LR im-
age is mapped to an HR space in order to train the recog-
nition model or hallucination model. For example, a deep
face hallucination model C-SRIP (cascaded super-resolu-
tion and identity priors) was proposed in [29], which has
three cascaded SR networks with 2x magnification factor
for each of them, incorporating identity priors into learn-
ing. Each SR network is based on convolutional neural
network (CNN). Low-resolution GANBY a deep network
based on generative adversarial network (GAN)B2 was
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developed to reconstruct realistic face images from low-
resolution probe samples. Similarly, a two-branch deep
CNN model was proposed in [36]: Feature extraction
CNN (FECNN) and super-resolution FECNN (SR-
FECNN) map high- and low-resolution images into com-
mon space for recognition. FECNN is the pre-trained
VGG-16 without last two fully connected layers. Its SR
network is a 5-layer CNN to enhance entire LR images.
Then, the pre-trained SR network is connected with
FECNN to form SRFECNN and jointly re-trained to
minimize the distance of paired LR and HR images in
common space. The magnification factors are fixed for
each ISR model of low- to high-resolution projection. In
other words, once the ISR model is trained, it only
projects a certain size of LR images with a locked up-
scale. It is known that the training of multiple SR net-
works and feature extraction models is a heavy load and
time-consuming process. Another kind of SR method is
feature super-resolution (FSR)(7) which increases the res-
olution on feature level. For example, in 2018, Tan et
al.B7 proposed an FSR-GAN network to improve the re-
cognition accuracy and reduce the training cost. A GAN
is designed to generate an HR feature from the LR fea-
ture. Generally, FSR modules have a simple structure
and low training cost. It is very helpful to improve the re-
cognition accuracy for LR face images.

In this paper, an improved CNN network is proposed
for face recognition from LR and HR face images. It suffi-
ciently utilizes the trained CNN models and improves
their performance with a minimum change in the struc-
ture. The pre-trained ResNet is employed as the back-
bone. It consists of a feature extraction network (FEN)
and a classifier. A resolution detector detects the size of
the input image. A switch signal generator gives switch
status to decide which branch is selected for LR and HR
face images. The normal branch of ResNet is used to keep
the high recognition accuracy for HR faces. The branches
inserted with FSR modules between the FEN and classifi-
er are used to improve the recognition accuracy for LR
faces. The main contributions of this work are:

1) An improved CNN network using ResNet as the
backbone is proposed to realize face recognition for LR
and HR images. The change to ResNet is very little, and
only FSR modules are inserted between the FEN and
classifier. It is simple and easy to construct.

2) The pre-trained ResNet is sufficiently utilized. The
parameters in FEN are shared for all branches. The FSR
module has only one hidden layer. It is memory-efficient
and easy to train.

3) The proposed method is effective and simple. The
recognition accuracy for high-resolution face images is
high, and the recognition accuracy for low-resolution face
images is evidently improved.

The rest of this paper is organized as follows. The pro-
posed two-branch network is described in detail in Sec-
tion 2. The training and working processes are given in
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Section 3. The experiments and results are provided in
Section 4. The paper is concluded in Section 5.

2 Improved networks with FSR

modules

In this paper, we use the italic notation of I“E to in-
dicate LR image and IR for HR image. I,L® and I,7E in-
dicate the resized images for LR and HR images, respect-
ively. FLE indicates the features extracted from the LR
image, while FHE stands for the features extracted from
the HR image. FLEHE is the generated HR features from
LR ones. FL is enhanced to FLEHE by the FSR module.

2.1 Network architecture

The improved network aims to increase the recogni-
tion accuracy for LR face images. The configuration of
the proposed network is shown in Fig. 1. It consists of a
ResNet, a resolution detector, a switch signal generator,
three FSR modules, and four switches.

The ResNet is taken as the backbone and broken into
a FEN and a classifier. The FEN is used to extract fea-
tures from input images. The classifier gives recognition
result according to its input feature, FHE or FLEHE The
network after the FEN is expanded to four branches. One
branch without an FSR module is used for face recogni-
tion with I”E. The other three branches with FSR mod-
ules are used for face recognition with I“E. The feature
sent into the classifier from the branch without an FSR
module is FHE, The feature sent into the classifier from
the branch with the FSR module is FLEHE, Each branch
has a switch to determine whether the branch is active or
not.

The resolution detector detects the size of the input
images. The input images are grouped into four categor-
ies according to their sizes. They are IF and IR with
middle, small, and tiny sizes. The switch signal generator
decides the state of the corresponding switch according to
the image's size category. The four switches are used to
select an active branch. The branch whose switch is on is
the active branch. At any time, only one branch is active.

There are two ways to structure the FEN. One way is
to build the FEN from scratch, which requires enormous
computation and repeated training. The other way is to
employ the state-of-the-art CNN models, which can de-
crease the computation dramatically. Normally, these
models are the large deep models trained on HR images.
It is a good choice to select one of the state-of-the-art
CNN models as the FEN. The ResNet in Fig.1 can be
ResNet-18 or ResNet-50. Of course, the FEN can be from
ResNet or other state-of-the-art CNN networks.

2.2 FSR module

The FSR modules in the proposed network are used to
enhance information and increase feature resolution for
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Fig.1 Improved network with multiple FSR modules for face recognition from LR and HR images

LR face images. It is reasonable to design the FSR mod-
ule to be as simple as possible in order to be trained eas-
ily and be memory-efficient.

In this work, the FSR is designed to be a shallow
CNN with only one hidden layer. Its input is [n, Cin, Hin,
Win], and output is [n, Co, Ho, Wy]. n is the batch size.
Cipn is the input channel number, H;, and W;, are the
height and the width of the input in pixels. C, is the out-
put channel number, H, and W, are the height and the
width of the output in pixels. The input size to the FSR
module and the size of kernel depend on the selection of
the backbone. If the backbone is ResNet18, the input size
to the FSR module is [n, 512, 8, 8] and the kernel size of
FSR is 2x2. If the backbone is ResNet50, the input size
to the FSR module is [n, 2048, 7, 7] and the kernel is
3x3. The output size of each channel is 9x9 after the
FSR module regarding the selection of the backbone. The
super-resolution feature value is computed as

Cin—1

pLEAR (ni, Coj) = b(Coj) + Z
k=0

(Coj, k) @ FXT (ni, k)
(1)

where n; denotes the n;-th image, Co; is the j-th output
channel, Cj, is the number of input channels, b(C,;) is
the bias, w(Co;, k) is the weight. ® denotes the
convolutional operation.

Generally, the convolution layers decrease the dimen-
sion of features to contract information. Different from
the convolution layers inside the FEN, the FSR module
boosts information rather than contracts it. It should be
noted that the three FSR modules in Fig.1 have the same

structure but different connection weights.

3 Training and working processes

3.1 Training process

The training process consists of three stages. In the
first stage, the FEN and classifier are fine-tuned. In the
second stage, three FSRs are separately trained. In the
third stage, three FSRs are fine-tuned with the classifier.
3.1.1 FEN and classifier fine-tuning

In this stage, the pre-trained ResNet is modified and
fine-tuned on the selected dataset. The structure and the
parameters of the pre-trained ResNet are reserved as the
initialization except for the last fully connected layer,
which is replaced by a new fully connected layer that has
the same number of persons to be recognized. The par-
tial model of ResNet before the bottleneck is the FEN,
which extracts the features of each person. The classifier
is placed after the bottleneck to give the recognition res-
ult according to its input features. The cross-entropy loss
Lcg is used in the fine-tuning of the FEN and classifier,
as given in (2).

—Zp(mi)logq(:ci) (2)

where p(z;) is the desired true value, ¢(z;) is the
predicted probability, z; is the i-th class.

The stochastic gradient descent algorithm is used for
the fine-tuning. It should be noted that only HR images
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are used in this stage. All images sent into the FEN are
resized to HR images I.7Es. Once the fine-tuning process
of the FEN and classifier finishes, all parameters of the
FEN are locked for succeeding uses.

As an alternative choice, the pre-trained ResNet can
be directly employed too. All connection weights of the
FEN are taken from the pre-trained ResNet and reserved
in this stage. Only the connection weights from the last
average pooling layer to the fully connected layer are
fine-tuned in this stage. Thus, it can dramatically reduce
the fine-tuning time.

In the experiments in Section 4, both fine-tuning
strategies are tested and evaluated in detail.

3.1.2 FSR module training

The LR images with middle, small, and tiny sizes are
formed via the down-sampling of HR images in the data-
set. Then, the LR images I“fs are resized to I,Lfs with
the desired size in order to satisfy the size requirement for
input images of the FEN.

The training scheme of the FSR modules is shown in
Fig.2. The same FENs are used to extract features for
the resized LR and HR face images I,Xfs and I,7Es. After
fine-tuning in the previous stage, the structure and para-
meters of the FEN are locked and used for both FENs.
The resized HR face image I,7E is sent into FEN-1, and
FEN-1 outputs the HR feature F¥Z. The resized LR face
image I,LE is sent into FEN-2, and FEN-2 outputs the
LR feature FLE. FLE js sent into FSR-4, ¢ = 1, 2, 3, and
FSR-i outputs the feature FLEHE A loss function Lysec
combining the mean square error (MSE) loss and the co-
sine loss is designed for FSR training, as given in (3). The
MSE loss, projecting low-resolution features into high-res-
olution feature space, computes the distance between the
corresponding FHE and FLRHE while the cosine loss eval-
uates their similarity in direction/31.

Luspo=a HFLRHRfFHRHerB [1-cos (LR, pri)]

3)

where a and 3 are the non-related decay factors. “||-||2”
denotes the 2nd-norm.

The three FSR modules in Fig.1 are separately
trained using LR images with middle, small, and tiny
sizes. When a resized LR image I,LE is sent into FEN-2,
its corresponding HR image I/ is sent into FEN-1.
Then, the loss value is computed with (3) using the fea-
ture pair (FHR FLRHE) The gradient descent algorithm is

used to train the connection parameters of the FSR mod-

HR 'HR
L7 pENA L
LMSE(‘
LR LR LRHR
L7 pEN2 | psre |E

Fig.2 FSR training scheme
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ule. The goal of FSR module training is to minimize the
distance between the enhanced feature FLRHE and the
high-resolution feature F”E on the HR feature space. In
other words, the FSR module is to make the feature
FLRHR be as similar as possible to the feature F¥E.
3.1.3 FSR modules fine-tuning

In this stage, FSR modules are fine-tuned with the
classifier using images of different sizes. The whole net-
work, as shown in Fig.1, is used. The structure and the
parameters of FEN are locked as in the stage of FSR
module training. The resized images, including I,LE and
I.HE are sent into the FEN in a sequence. The loss value
is computed with (4) when each resized image is sent in-
to the FEN. The stochastic gradient descent algorithm is
used for fine-tuning.

L= Lysec + Lek. (4)

For the network with three FSR modules in Fig. 1, the
fine-tuning process is as follows. When the current image
sent into the FEN is I,ZE the switch S; is on, and the
other switches are off. The feature FHE is recorded in or-
der to calculate Ljsspc. When the current image sent in-
to the FEN is I,LE the switch S; is off. If the LR image
before resizing is middle size, the switch S> is on, and the
switches S3 and Sy are off. In this case, the parameters of
FSR-1 module are updated according to the loss value
calculated from (4). If the LR image before resizing has a
small size, the switch Ss is on, and the switches Sy and Sy
are off. In this case, the parameters of FSR-2 module are
updated. If the LR image before resizing has a tiny size,
the switch Sy is on, and the switches S2 and S3 are off. In
this case, the parameters of the FSR-3 module are up-
dated.

3.2 Working process

When an image is sent into the network, as shown in
Fig.1, the resolution detector detects its original size and
the switch signal generator determines which branch is
active. If the image is I”E  the switch S; is on, and the
other switches are off. The feature FHE output by the
FEN is sent into the classifier. Then the classifier gives
the face recognition result. If the image is ILE, the switch
S1 is off, and the corresponding switch is on. Three
branches are separately used for middle, small, and tiny
size images. If the LR image before resizing is middle size,
the switch S2 is on, and the switches S3 and S4 are off. In
this case, the feature FLE output by the FEN is sent into
the FSR-1 module. The FSR-1 module outputs the en-
hanced feature FLERHE which is sent into the classifier.
Then, the classifier gives the face recognition result of the
LR face image of the middle size. If the LR image before
resizing has a small size, the switch S3 is on, and the
switches S2 and Sy are off. In this case, the feature FLE
output by the FEN is sent into the FSR-2 module. The
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FSR-2 module outputs the enhanced feature FLRHE
which is sent into the classifier. Then, the classifier gives
the recognition result of the LR face image of a small
size. If the LR image before resizing has a tiny size, the
switch Sy is on, and the switches Sy and S3 are off. In this
case, the feature FLE output by the FEN is sent into the
FSR-3 module. The FSR-3 module outputs the enhanced
feature FLRHE which is sent into the classifier. Then, the
classifier gives the recognition result of the LR face im-
age of tiny size. The algorithm pseudocode of the work-
ing process for the network with three FSR modules is
given in Algorithm 1.

Algorithm 1. Face recognition of the proposed network
Input: New facial images, FEN, Classifier, FSR-1,
FSR-2, FSR-3.

Output: The identities of the inputs

1 @&<new facial images; @«0;

2 for each image I; in @ do

3 if ( R( I; ), high-resolution ) then
4 FHE, « FEN( I;)

5 ®;— Classifier( FHE; )

6 end

7 if I( R( I; ), high-resolution ) then
8 FLE;, — FEN ( I;)

9 if ( R( I; ), middle ) then

10 FLEHE,  FSR-1( FLE;)

11 end

12 if ( R( I; ), small ) then

13 FLRHE,  FSR-2( FLE;)
14 end

15 if (R( I; ), tiny ) then

16 FLRHR,  FSR-3( FLE;)

17 end

18 O;— Classifier( FLRHE,; )

19 end

20 end

4 Experiments

The image whose size is equal to or greater than
128x128 pixels is taken as an HR image. The image
whose size is less than 128x128 pixels is taken as an LR
image. The image whose size is near 64x64 pixels is taken
as an LR image with middle size. The image whose size is
near 32x32 pixels is taken as an LR image with a small
size. The image whose size is near 16x16 pixels is taken
as an LR image with a tiny size. Entire experiments are
run on a single NVIDIA TITAN X GPU.

4.1 Datasets and LR face images

VGGFace2 dataset!7 and IMDB Faces dataset38] are
used to evaluate the recognition performance of the pro-
posed network with various resolutions.

VGGFace2 dataset!” is a deep dataset consisting of a
mutual exclusive training set and testing set. It has 8 631

persons in the training set and 500 persons in the testing
set, with 362 images per person on average. The VGG-
Face2 training set is used to learn the discriminative fea-
tures via ResNets. Each image in the VGGFace2 testing
set is down-sampled to form images with the sizes of
224x224, 128x128, 64x64, 32x32, and 16x16 pixels.
Thus, we have two groups of HR images and three groups
of LR images. Each group has the same number of im-
ages as the original testing set of the VGGFace2 dataset.
The enlarged testing set is divided into a training subset
and a testing subset for the FSR training. 80% of images
randomly selected from the groups of images with the
sizes of 224x224, 64x64, 32x32, and 16x16 pixels are
used as the training subset. The other images in the en-
larged testing set are used as the testing subset.

IMDB Faces datasetB¥ is a noise-controlled large-
scale wide face dataset. It has 1.7 million face images of
59 K celebrities from the IMDB website. The entire fa-
cial images in the dataset are cleaned and cropped manu-
ally. A portion of the IMDB_Faces dataseti38], 412
celebrities, forms a deep subset with a similar amount of
facial images as the testing set of VGGFace2['”.. 80% of
this deep subset is used to fine-tuning the classifier of
ResNets while the remaining images are used for testing.
The same procedures on the VGGFace2 testing set for
the FSR training are applied to this subset.

4.2 Comparison method

The compared network is designed according to the
typical two-branch super-resolution methods24 34 36]
shown in Fig.3. It consists of a FEN, an FSR module, a
classifier, a resolution detector, and a switch signal gener-
ator. The FEN, classifier, and resolution detector in Fig.3
are the same as those in Fig. 1. The switch signal generat-
or enables two switches S; and Ss. The switch Sy is act-
ive when the input image is IE. The switch Sy is active
when the input image is IFE. All LR features FLfis are
sent to FSR, which is different from the network in Fig. 1.
Compared to the proposed network with three FSR mod-
ules in Fig.1, the network with one FSR module in Fig.3
is much more compact.

For the network with one FSR module in Fig.3, its
working process is as follows. If the current image sent to

[HR’ ILR FHR

FEN j
FLR FLRH:R '
FSR : E—]»

Classifier

Switch signal generator

Resolution
L s 5,5,
detector

Fig. 3 Compared network with one FSR module for face
recognition from LR and HR images
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the FEN is IHE the switch S; is on, and the switch S; is
off. The feature FPE output by the FEN is sent to the
classifier. Then, the classifier gives the recognition result.
If the current image sent to the FEN is I,LE the switch
S} is off, and the switch Sy is on. The feature FLE output
by the FEN is sent to the FSR module. The FSR module
outputs the enhanced feature FLEHE which is the input
to the classifier. Then, the classifier recognizes the LR
face based on the enhanced feature FLEHE,

4.3 Training

First of all, the images used for training or testing are
resized to the desired size of the FEN's input. The HR
image whose size is greater than 224x224 pixels is down-
sampled to the size of 224x224 pixels. The HR image
whose size is less than 224x224 pixels is enlarged to the
size of 224 %224 pixels via an interpolation method. Many
interpolation methods such as nearest, linear, bilinear, cu-
bic, bicubic, and Lanczos interpolation are available for
image interpolation. The bilinear interpolation method is
easy to be realized, and it can form clearer edge. Hence,
the bilinear interpolation method is employed to resize
LR images. The resized images and the LR images are
given in Fig.4. It can be found that the image with the
size of 8x8 pixels has too little information to be recog-

0
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7 .
01234567 02468101214
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0 0 0
50 50 50
100 100 100
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200 200 200
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"
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nized.

In the following training and fine-tuning processes, the
training parameters are set as follows. The learning rate
is I, = 0.001 for ResNet-18 fine-tuning and 0.01 for Res-
Net-50, the momentum m. = 0.9, and the factors in (3)
area=1,08=1.

4.3.1 Base-network fine-tuning

Firstly, we select ResNet-18 as the backbone of the
proposed and compared networks as shown in Figs.1 and
3. The weights of ResNet-18 pre-trained on the ImageN-
et dataset are set as the initial values. The ResNet-18 is
trained using the HR images in the VGGFace2[” train-
ing set. Then, the FEN is fine-tuned on the training sub-
set with the classifier. The loss function in (2) is used for
fine-tuning with the stochastic gradient descent al-
gorithm, as described in the first part of Section 3.1. It is
a time-consuming process, lasting about 14 days.

Then ResNet-50 is selected as the backbone, and its
pre-trained parameters on VGGFace2[l”] training set are
reserved except its classifier. The classifier is fine-tuned
on the training subset. Its fine-tuning process is very
quick and finishes within one day.

Now, we have two backbones named as fully trained
ResNet-18 and partially fine-tuned ResNet-50. These two
backbones are tested with all images in the testing sub-
set. The face recognition accuracies are listed in Table 1.

0
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Fig.4 The images before and after resizing, (al) to (ab) are the images with the sizes of 8 X8, 16X16, 32X32, 64X64 and 128X128
pixels, (b1) to (b5) are the images with the size of 224 X224 pixels resized from (al) to (a5) images via the bilinear interpolation method,

(c) is original image with the size of 106X 121 pixels.
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It can be found from Table 1 that the partially fine-tuned
ResNet-50 has higher accuracy than the fully trained Res-
Net-18 for all face images except 16x16 pixels images.
The accuracies of the same backbone reduce rapidly with
the size decrease of images.

Table 1 Face recognition accuracies of original networks

HR image LR image

The backbone &

image size (pixel) 9945004 128x128 64X64 32X32 16X16

ResNet-18, fully 92.06 91.56 87.20 50.09 4.52
trained (%)
ResNet-50, partially

fine-tuned (%) 95.52 95.17 92.60 55.90 4.05

4.3.2 FSR module training

Combining the two backbones with the proposed and
compared networks, we have four models. They are fully
trained ResNet-18 with three FSR modules, fully trained
ResNet-18 with one FSR module, partially fine-tuned
ResNet-50 with three FSR modules, and partially fine-
tuned ResNet-50 with one FSR module.

The FSR modules in the models within the network,
as shown in Fig.1, are trained one by one. The FSR-1
module is trained with the loss function (3) using 64x64
pixels images, i.e., middle size images in the training sub-
set. The FSR-2 module is trained with the loss function
(3) using 32x32 pixels images, i.e., small size images in
the training subset. The FSR-3 module is trained with
the loss function (3) using 16x16 pixels images, i.e., tiny
size images in the training subset.

The FSR module in the models with the network, as
shown in Fig.3, is trained with the loss function (3) us-
ing all LR images in the training subset.

The training process for one FSR module can finish in
hours. A phenomenon is found in the FSR modules train-
ing. The training process of the FSR module for tiny im-
ages is the slowest. The reason is that the smaller images
have less efficient information. The mapping from FLE to
FLRHE for smaller images needs additional iterations.
4.3.3 FSR module fine-tuning

The FSR modules in the proposed network are fine-
tuned separately with the loss function in (4) using the
LR images in the training subset with the sizes of 64x64,
32x32, and 16x16 pixels in sequence, as described in the
third part of Section 3.1. The FSR module in the com-
pared network, as shown in Fig.4, is fine-tuned with the

loss function in (4) using all LR images in the training
subset. The fine-tuning process can finish in hours.

4.4 Facerecognition experiments

The four trained models are tested using the images in
the testing subset from VGGFace2l!” to evaluate their
performances. The experimental results are listed in
Table 2. It can be seen from Table 2 that the proposed
method has a better performance than the compared
method. Both the proposed and compared methods keep
high recognition accuracies as the same as the original
method for HR faces. For the networks using ResNet-18
as the backbone, the proposed method accuracy increases
by 2.08% relative to the accuracies of the original meth-
od and by 2.41% relative to the accuracies of the com-
pared methods for face recognition from the LR images
with the size of 64x64 pixels. It is also noticed that the
recognition accuracy of the compared method is less than
the accuracy of the original ResNet-18 on the LR images
with the size of 64x64 pixels. The accuracy of the pro-
posed method increases by 15.04% and by 3.17% relative
to the accuracies of the original and compared methods
for face recognition from the LR images with the size of
32x 32 pixels, respectively. For the networks using Res-
Net-50 as the backbone, the proposed method accuracy
increases by 0.58% and 0.86% relative to the accuracies of
the original and compared methods from the LR images
with the size of 64x64 pixels, respectively. The accuracy
of the proposed method increases by 16.47% and 0.14%
relative to the accuracies of the original and compared
methods from the LR images with the size of 32x32
pixels, respectively. It is also noticed that the accuracies
of the proposed and compared methods are also very low
when the LR images have the size of 16x16 pixels. It can
be found from Fig.4 that the face images in this work in-
clude the posed face with background, which are differ-
ent from the front faces fulfilled entire image in other
works[24 36, The background results in a much smaller
face area in the image. The faces in this work are diffi-
cult to be distinguished when the image sizes are less
than 32x32 pixels.

The accuracy curves of face recognition with the pro-
posed, compared, and original methods are shown in
Fig.5. Fig.5(a) shows the accuracy curves with the meth-
ods using ResNet-18 as the backbone. Fig.5(b) shows the

Table 2 Recognition accuracies of the proposed and compared networks

HR image LR image
The backbone & image size (pixel)
224 X224 128 X128 64 X64 32X32 16 X16
Proposed method: ResNet-18 with 3 FSR modules, fully trained (%) 92.06 91.56 89.28 65.13 14.55
Compared method: ResNet-18 with 1 FSR module, fully trained (%) 92.06 91.56 86.87 61.96 13.73
Proposed method: ResNet-50 with 3 FSR modules, partially fine- tuned (%) 95.52 95.17 93.18 72.37 21.48
Compared method: ResNet-50 with 1 FSR module, partially fine- tuned (%) 95.52 95.17 92.32 72.23 24.35
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accuracy curves with the methods using ResNet-50 as the
backbone.

The recognition accuracies of different FSR branches
are also tested and listed in Table 3. For HR face images,
the recognition accuracies of the FSR-1, FSR-2, and FSR-
3 branches are less than the recognition accuracies of the
original ResNet, except the FSR-1 branch after the Res-
Net18. The recognition accuracies for the LR face images
that have the same sizes as the training images are high.
For this reason, three separate FSR modules are em-
ployed in the proposed network.

The proposed network is also tested on the deep sub-
set of the IMDB_Faces datasetl3] against the compared

100
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Q
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§ 40 -
< —— Proposed method: ResNet-18 (%)
20 | = Compared method: ResNet-18 (%)
0 =+ Original ResNet-18 (%) . .
1 2 3 4 5
Size number
(a)
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S
- 60
I~
§ 40
< =+ Proposed method: ResNet-50 (%)
20 | = Compared method: ResNet-50 (%)
0 == Original ResNet-50 (%)
1 2 3 4 5
Size number
(b)

Fig. 5 Accuracy curves of face recognition with different
methods: (a) ResNet-18 backbone; (b) ResNet-50 backbone. The
numbers 1 to 5 on the horizontal axis denote the image sizes of
224X224, 128X128, 64X64, 32x32, and 16X16 pixels,
respectively. The vertical axis is the recognition accuracy in
percent.

Table 3 Recognition accuracies of the single FSR branch

HR image LR image

The backbone &
image size (pixel)

224X224 128X128 64X64 32X32 16X16

ResNet-18, FSR-1 (%) 92.33 92.21 89.28 55.16 4.69
ResNet-18, FSR-2 (%) 88.36 88.14 85.78 65.13 8.43
ResNet-18, FSR-3 (%) 37.47 37.56 35.68 29.94 14.55
ResNet-50, FSR-1 (%) 95.09 94.83 93.18 60.26 3.53
ResNet-50, FSR-2 (%) 88.11 88.31 87.85 72.37 9.81
ResNet-50, FSR-3 (%) 17.56 17.95 19.59 23.22 21.48
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method. The face images in the deep subset are similar to
the front faces in [24, 36], which fulfil entire images, but
have more yaw angles than frontal only. Fig.6 shows the
example of tiny size LR faces in the deep subset. The re-
cognition accuracies of different FSR branches in the pro-
posed network are listed in Table 4 as well as the ones
with or without FSR module.

o
J“
i
O
. «
a -

Fig. 6 The tiny size low-resolution faces in the deep subset of
the IMDB_Faces dataset[38]. In the top row are the high-resolution
images. In the bottom row are the resized corresponding tiny-
sized low-resolution images. They are resized from 16X16 pixels
to 224 X 224 pixels via bilinear interpolation.

Similar to the results in Table 3, the recognition ac-
curacies of the FSR-1, FSR-2, and FSR-3 branches are
less than the recognition accuracies of the original Res-
Net for the HR images. However, the proposed network
improves the LR face recognition performance branch-
wise. When the sizes of LR facial images are 64x64
pixels, the FSR-1 branch gives the best performance.
When the LR face is as small as 32x32 pixels, the FSR-2
branch has the highest recognition accuracy. When the
LR face is as tiny as 16x16 pixels, the FSR-3 branch
boosts the recognition accuracy to 79.42%. It is 57.26%
better than the recognition accuracy without the FSR
module. That is a huge improvement and outperforms the
compared method by 43.61%. One reason responsible for
this is that a large face region, without the background,
pushes down the lower bound of the recognizable resolu-
tion.

5 Conclusions

An improved CNN network combining FSR modules
is proposed to realize face recognition with LR and HR
images. The pre-trained network is broken into the FEN
and classifier. The HR faces are recognized with the nor-
mal branch to keep high accuracy. The LR faces are re-
cognized with branches inserted with FSR modules
between the FEN and classifier to improve accuracy. The
FEN and classifier can be fully fine-tuned on the VGG-
Face2 dataset with the FEN's initial weights from the
ResNet-18 pre-trained on the ImageNets dataset. This
backbone is called fully trained ResNet-18. As an altern-
ative choice, the classifier can be partially fine-tuned on
the VGGFace2 dataset while the FEN directly utilizes
the weights from the ResNet-50 pre-trained on the VGG-
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Table 4 Recognition accuracies of the single FSR branch in the proposed and compared networks

HR image LR image
The backbone & image size (pixel)
224 X224 128 X128 64X 64 32X32 16X16
Original ResNet: ResNet-50, partially fine- tuned (%) 97.16 96.04 94.02 81.08 22.16
Proposed method: ResNet-50 with 3 FSR modules, partially fine- tuned (%) 97.16 96.04 98.04 82.21 79.42
Compared method: ResNet-50 with 1 FSR module, partially fine- tuned (%) 97.16 96.04 81.55 74.99 35.81

Face2 dataset. This backbone is called partially fine-
tuned ResNet-50. Combining the two backbones with the
proposed and compared networks, we have four models in
the experiments. The models include fully trained Res-
Net-18 with three FSR modules, fully trained ResNet-18
with one FSR module, partially fine-tuned ResNet-50
with three FSR modules, and partially fine-tuned ResNet-
50 with one FSR module. All four models are tested with
HR and LR face images. They are all effective, but the
partially fine-tuned ResNet-50 with three FSR modules
has the best performance. Then, the partially fine-tuned
ResNet-50 with three FSR modules are tested on the
deep portion of the IMDB Faces dataset. The proposed
network outperforms the partially fine-tuned ResNet-50
with or without an FSR module for LR face recognition.

The changes to ResNet in the proposed network are
very few, and only FSR modules are inserted between the
FEN and classifier. It is simple and easy to construct. Be-
nefitting from the pre-trained networks as the backbones,
the training process for the proposed network is efficient
and simple. Experimental results show that the proposed
network with FSR modules is able to improve the per-
formance of the existing face recognition models on LR
face images, which indicates the potential for its various
practical applications.
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