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Abstract. Coronary artery analysis plays an important role in the diag-
nosis and treatment of coronary heart disease. Coronary artery segmen-
tation, as an important part of quantitative researc h on coronary heart
disease, has become the main topic in coronary artery analysis. In this
paper, a deep convolutional neural network (CNN) based method called
Coronary Artery U-net (CAU-net) is proposed for the automatic seg-
mentation of coronary arteries in digital subtraction angiography (DSA)
images. CAU-net is a variant of U-net. Based on the observation that
coronary arteries are composed of many vessels with the same appear-
ance but different thicknesses, a novel multi-scale feature fusion method
is proposed in CAU-net. Besides, a new dataset is proposed to solve the
problem of no available public dataset on coronary arteries segmentation,
which is also one of our contributions. Our dataset contains 538 image
samples, which is relatively large compared with the public datasets of
other vessel segmentation tasks. In our dataset, a new labeling method is
applied to ensure the purity of the labeling samples. From the experimen-
tal results, we prove that CAU-net can make significant improvements
compared with the vanilla U-net, and achieve the state-of-the-art perfor-
mance compared with other traditional segmentation methods and deep
learning methods.
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1 Introduction

Coronary heart disease (CHD) has been one of the leading causes of death
worldwide. As the standard modality to diagnose CHD, Digital Substraction
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Angiography (DSA) examination has been widely used and considered as the
“gold standard”. By observing the coronary arteries in the DSA image, the
doctor can determine whether there is stenosis in the coronary arteries and
get some useful information about the stenosis. Besides, DSA examination has
been implemented at all stages of percutaneous coronary intervention (PCI), a
kind of minimally invasive treatment and also the primary treatment for CHD.
During PCI, by observing and analyzing the coronary arteries in DSA images,
surgeons can: 1. determine the surgical plan and select the appropriate surgical
instruments before the intervention; 2. get navigation information for delivering
surgical instruments during the intervention, 3. check the surgical results after
the intervention. However, all of the above useful information can be obtained
from the segmentation results of coronary arteries. In conclusion, as a key com-
ponent of the quantitative study of CHD, coronary artery segmentation in DSA
images plays a crucial role in clinical diagnosis and surgical planning.

Recent years have witnessed the rapid development of deep convolutional
neural networks (CNN) for medical segmentation. Especially after the appear-
ance of U-net [1], a large number of its variants were proposed for various seg-
mentation tasks and achieved the state-of-the-art results on different medical
datasets. As a supervised method, deep learning algorithms need sufficient train-
ing samples with annotations to obtain good performance. For the segmentation
task, the training image needs to be manually labeled by category at pixel-level.

However, the pixel-wise annotation of blood vessels is time-consuming,
because blood vessels have complex shapes and various edge details. This is
the reason why there is still no public dataset for coronary artery segmentation,
and also the reason why there are so few deep learning methods for coronary
artery segmentation. The same difficulty also occurred in other vessel segmen-
tation tasks: the main public datasets of the retinal vessel segmentation task
basically contain fewer than 100 samples. In order to solve the lack of dataset, a
dataset containing 538 samples is established in this paper. More details on the
dataset will be introduced in the Sect. 4.

Except for the dataset, there are also some difficulties that need to be solved
in the task of coronary artery segmentation in DSA images. First, the signal-
to-noise ratio of DSA images is low, which is a great challenge for accurate
segmentation. Because noise blurs the boundaries of coronary arteries. Second,
DSA images belong to grayscale images, so the low diversity of color makes many
things in DSA images have similar appearances with vessels and are easily mis-
classified into coronary arteries, such as the outline of the spine and ribs. Third,
there are also many motion artifacts caused by heart beating and respiration.
These problems make accurate segmentation of the coronary artery a challeng-
ing problem. To solve these problems, the algorithm should have more denoising
and recognition capabilities, rather than the ability to extract small vessels.

Our contributions are as follows: (1) We set up a new dataset for the usage
of coronary artery segmentation. The dataset will be introduced in Sect. 4.
(2) CAU-net, a newly designed CNN modified on U-net, is proposed. In CAU-
net, a novel multi-scale feature fusion method is proposed. (3) We apply both
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traditional segmentation methods and deep learning methods on our dataset
for comparison. From the comparison results, it can be seen that our method
achieves the state-of-the-art performance.

2 Related Work

Up to now, the existing methods for coronary artery segmentation in DSA images
are mainly the traditional segmentation methods. These methods have similar
workflows. First vessel enhancement filters [2,3] based on Hessian measures are
used to analyze the local second-order profile. These morphological filters can
provide vesselness features. Then thresholding or other post-processing methods
(level set [4], region growing [5], active contour [6]) are utilized to obtain the
final segmentation result. These traditional segmentation approaches have two
common problems. First, the generalization performance of these methods is
poor. This is because these methods have many hyperparameters that need to
be selected, and the selection of these parameters is entirely empirical. Besides,
for these methods, performance varies greatly under different hyperparameters.
Second, these methods only extract appearance features and cannot extract the
semantic features, so any structure with a similar appearance with blood vessels
is easy to be classified as coronary arteries. Because of the lack of available public
datasets for training, few deep learning methods have been used for coronary
artery segmentation. Fan et al. [7] and Yang et al. [8] both propose a deep
learning method to achieve the segmentation of coronary arteries. But different
from our task, their inputs not only include the image to be segmented but
also include a background image without the contrast agent (they call it ‘mask
image’).

Although there are few supervised learning methods for coronary artery
segmentation, many supervised learning and even deep learning methods have
emerged in other blood vessel segmentation tasks with public datasets. The most
common task is retinal vessel segmentation in the fundus images. For retinal ves-
sel segmentation, researchers have established some public datasets, including
DRIVE [9] and STARE [10]. So a number of supervised methods have emerged,
including traditional supervised learning methods (k-nearest neighbors [9], sup-
port vector machine (SVM) [11], conditional random fields (CRFs) [12]), and
many deep learning methods [13,14].

3 Method

U-net is commonly used for medical image segmentation tasks because of their
good performance and efficient use of GPU memory. Compared with other seg-
mentation methods, U-net has a small number of parameters (the vanilla U-net
only has 31M parameters), which make U-net is very suitable for the training of
medical image datasets which only contain a small number of samples. In our
network, we further reduce the channel numbers of all convolution layers to a
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Fig. 1. Architecture of CAU-net

quarter of the former number to reduce the inference time and the risk of over-
fitting, and the parameter number of U-net is reduced to about 2M. In order
to make U-net more suitable for the task of coronary artery segmentation, we
propose a novel feature fusion module on it and named it Coronary Artery U-net
(CAU-net), as shown in Fig. 1.

3.1 Feature Fusion Module

Coronary arteries are composed of many vessels with the same appearance but
different thicknesses. These vessels with different thickness will have different
activations in the feature maps at different scales. Based on this observation,
we believe that the idea of multi-scale feature fusion is helpful to improve the
coronary artery segmentation results.

The most famous multi-scale feature fusion method is FPN (Feature Pyramid
Networks) [15], as shown in Fig. 2(a), which has been widely used in many
detection models. In fact, from the perspective of structure, U-net’s decoder
structure itself is very similar to the structure of the FPN, as shown in Fig.
2(b). The main difference between them is that the feature maps of different
scales in FPN are used to generate the detection results, while U-net only uses
the last feature maps to predict the final segmentation results. As shown in Fig.
2(c), we also hope to propose a network that can use the feature maps of each
scale to predict a segmentation result, and then fuse all segmentation results into
one, just like what FPN did. But the segmentation results at different scales can
not be fused like the way of detection task. Therefore, in implementation, we
choose to fuse all feature maps at different scales first, and then generate the
final segmentation results, as shown in Fig. 2(d).

As shown in Fig. 1, we first unify all the feature maps of different scales to
the same size and concatenate them, which we called PFC (Pyramid Feature
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Concatenation). And then an SE-block is applied to assign the fusion weights to
the feature maps of different scales. This fusion weights act as the weights for the
fusion of the final segmentation results of different scales. The final segmentation
result will be predicted by the fusion feature maps. We treat this result as the
fusion of multiple segmentation results generated by feature maps of different
scales. In summary, our feature fusion module consists of two parts: PFC and
SE-block.

Predict

(a) (b)

(c) (d)

Predict

Predict

Predict

Predict

Predict

Predict

Predict

Predict

Fig. 2. Some schematic structures of networks: (a) Schematic diagram of FPN. (b)
Schematic diagram of U-net. (c) The structure we want to propose. (d) The structure
we actually propose

3.2 Pyramid Feature Concatenation

PFC is used to fuse all feature maps of each scale. The feature maps are first
reduced to the same channels as the output feature maps by a 1× 1 convolution
and then are upsampled to the same size as the segmentation result, as shown
in Fig. 1. The reason for using concatenation instead of addition in PFC is to
ensure that the features of each scale can be completely retained to generate the
final segmentation results.

In addition to drawing on the idea of FPN, we explain the role of PFC
from another perspective. Because high-level semantic information is the key to
removing noise in DSA images, PFC can help the segmentation results obtain
more semantic features to reduce the noise, which is the main reason why PFC
works.

3.3 SE-Block

SE-block was first introduced in [16], the features are first squeezed by global
average pooling to generate channel-wise statistics, then two fully connected
(FC) layers are applied to fully capture channel-wise dependencies. At last, mul-
tiply the channel-wise dependencies by the original feature maps to get the
excitation feature maps, as shown in Fig. 1.
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Fig. 3. An example of the sample in our dataset. (left) The original image. (right)
Corresponding label (Color figure online)

By using an SE-block, we can obtain the importance of the feature maps at
different levels to the final segmentation result. At the same time, it can balance
the importance of semantic information and appearance information, so that the
final result can get a good performance in removing the noise and preserving the
details of blood vessels.

3.4 Loss Function

Following the SE-block, the final feature maps are generated. A 1×1 convolution
layer is applied to the final feature maps to calculate the segmentation result.
We use sigmoid cross-entropy as the loss function of the segmentation result:

Loss = −(ylogy∗ + (1 − y)log(1 − y∗)) (1)

In this equation, y is the segmentation result. y∗ is the ground truths of
segmentation.

4 Dataset

We established a dataset to verify the superiority of our model in coronary artery
segmentation. Our dataset contains 538 samples from 36 DSA sequences in total,
including all 412 samples from 7 DSA sequences and 126 samples randomly
selected from 29 DSA sequences. All samples were labeled at the pixel-level.

Because of the special image-forming principle of DSA, we used a new way to
label our dataset. Instead of labeling all pixels into background and foreground,
all pixels are labeled into three categories: coronary artery (White), background
(Black), and uncertainty (Red), as you can see from Fig. 3. Uncertainty means
that we cannot determine whether some pixels should be marked as background
or foreground when labeling. There are several reasons why a pixel may be
labeled as uncertainty:
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1. The contrast agent, which makes the coronary artery visible, is liquid. The
liquid doesn’t have a definite boundary. It’s just because of the constraints
of the vessel wall that make the boundary of the vessel appears in DSA
images. But the axial direction of the vessel, also the direction of blood flow,
is unconstrained, so along this direction, there are always some pixels where
it’s hard to say whether it should be labeled as the vessel or not.

2. Again, since the contrast agent is liquid, there will be a phenomenon that
the contrast agent will partially backflow at the catheter orifice and produce
smoke, makes it difficult to label the category of some pixels covered by smoke.

3. There are often shadows on the border of DSA images. When the blood vessels
go out of the image range, the pixels at the boundaries will be covered by
shadows. We also think that these pixels are difficult to mark.

4. Because not enough contrast agent flowing in, some small vessels can barely
show, which makes some pixels hard to label.

These pixels are annotated as a new category because they are regarded
as bad samples. In other deep learning tasks bad samples should be removed
from datasets. Due to the special image-forming principle of DSA, these pixels
are inevitable in DSA images, so we annotate them as a new category. Loss
generated by these pixels is not calculated in the training, and the performance
of these pixels is not calculated in the test.

In our experiments, we use 337 samples from 24 DSA sequences as training
set, and 201 samples from 12 DSA sequences as testing set.

5 Experiments

5.1 Implementation Details

The network is implemented using Tensorflow, and for optimization, SGD opti-
mizer with a momentum of 0.9 is applied and batch size is 8. We use a initial
learning rate of 0.1, and the initial learning rate is multiplied by 0.8 every 4000
steps to avoid overfitting. For data augmentation, random flip, random crop,
random grayscale adjustment [−20, 20] and random contrast ratio [0.8, 1.2] are
adopted. Training takes about 9 h on an NVIDIA Titan XP for 2000 epochs.

5.2 Evaluation Metrics

Similar to the retinal vessel segmentation task, we also use the metrics including
Specificity (Sp), Sensitivity (Se) and Accuracy (Acc) to evaluate the segmenta-
tion result. These metrics are defined below:

Sp =
TN

TN + FP
, Se =

TP

TP + FN
,Acc =

TP + TN

TP + FP + TN + FN
(2)

TP, FN, TN, FP denote true positive, false negative, true negative and false
positive, respectively.
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Table 1. Results of ablation experiment

Methods Acc Se Sp Dice

U-net(baseline) 0.9910 0.8905 0.9956 0.8817

U-net+PFC 0.9913 0.8836 0.9963 0.8968

U-net+SE 0.9907 0.8873 0.9955 0.8670

U-net+PFC+SE(Ours) 0.9919 0.8863 0.9969 0.9035

*PFC stands for Pyramid Feature Concatenation, SE stands
for SE-Block

Since the coronary artery segmentation task contains most of the easily seg-
mented pixels, the improvements of Sp, Se and Acc are not significant. In order to
more intuitively reflect the performance differences between different methods,
Dice score is used to measure the segmentation performance.

Dice =
2 × TP

2 × TP + FP + FN
(3)

5.3 Ablation Experiments

We run a number of ablations to analyze the performance gains of our feature
fusion module. Results are shown in Table 1. Because DSA images contain many
pixels that can be easily segmented correctly, the performance of U-net on Acc,
Se and Sp is already good. But both of PFC and SE-block can significantly
improve the segmentation performance, indicating that our method performs
better on the pixels that are hard to classify correctly. Good detail performance
is important for coronary artery segmentation.

It should be pointed out that we also try to add only SE-block on U-net,
but we find that the result gets even worse. That is to say, the SE-block can
only work if it is used together with the PFC. This result also indicates that the
function of the SE-block is to assign importance to the feature maps at different
scales, so it is meaningless to use the SE-block on feature maps at a single scale.

5.4 Comparing with Other Methods

We do not find any specific CNN design for coronary vessel segmentation, so
we compared our method with some classic CNN methods for medical image
segmentation to prove that our network is superior to other methods for coro-
nary vessel segmentation. We also compare our network with some traditional
methods, including an unsupervised method and a supervised method. These
competing methods are briefly introduced as follows:

1. Frangi [2]: Frangi filter is one of the most popular Hessian-based multiscale
filter used for vessel enhancement. The output processed by Frangi filter gives
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Table 2. Performance of all segmentation methods on our dataset

Methods Acc Se Sp Dice

Frangi [2] 0.9591 0.7141 0.9706 0.5532

CRF [12] 0.9676 0.7236 0.9790 0.6213

Attention U-net [18] 0.9908 0.8809 0.9959 0.8811

U-net [1] 0.9910 0.8905 0.9956 0.8817

Resnet50 U-net 0.9912 0.8846 0.9962 0.8850

Ours 0.9919 0.8863 0.9969 0.9035

a possibility that each pixel belongs to a blood vessel. To get the segmenta-
tion results, a threshold is used to form an unsupervised method. The thresh-
old and other hyperparameters of Frangi filter were optimized using random
search.

2. CRF [12]: Conditional random field (CRF) is a widely used image segmenta-
tion method. In this method, each pixel represents a node, and each node is
connected with an edge to its neighbors. Then, energy minimization helps to
achieve segmentation based on the graphs. Although the CRF-based method
proposed in [12] is for the retinal vessel segmentation, the method is essen-
tially used for the segmentation of blood vessels, so we still regard it as a
comparison method.

3. Resnet50 U-net: In many computer vision fields, the use of pre-trained
models to speed up training and improve training results has become a com-
mon method, especially when training data is insufficient. To verify if this
method works on our task, we also tried to replace the encoder part of U-net
with a pre-trained model and fine-tune with our data. The pre-trained model
we use here is Resnet50 [17], so we name the model Resnet50 U-net.

4. Attention U-net [18]: Attention U-net is one of the state-of-the-art algo-
rithms for medical segmentation. A novel attention gate (AG) was proposed
in Attention U-net. AGs can implicitly learn to suppress irrelevant regions in
an input image while highlighting salient features useful for the segmentation
task. This network has been shown to be more effective than original U-net
in many organ segmentation tasks. As a variant of U-net, we also apply this
model for comparison with our method.

The final results are shown in Table 2. We visualized some results in Fig. 4.
According to the results, we can see that whether supervised or unsupervised,
the traditional segmentation method does not work well, and many background
pixels are segmented into coronary arteries. This is because the features used
in the traditional methods are handcraft features, which can only extract the
appearance features but not the semantic features, so that all the structures that
look like vessels are classified into coronary arteries, and such similar structures
happen to be very common in DSA images.
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Similarly, U-net also misclassifies a small number of background pixels into
coronary arteries, especially when there are only a few positive pixels in the
image. We believe this is because U-net only use the feature maps of high res-
olution to predict segmentation result, and the high-level semantic information
are not fully utilized.

From the results, Attention U-net and Resnet50 U-net, as two commonly
used methods to improve the accuracy of feature extraction, do not significantly
improve the segmentation results compared with U-net. We believe that this
is mainly due to the characteristics of DSA images and the characteristics of
the coronary arteries. DSA images are grayscale images and relatively simple,
so there is little knowledge that can be transferred from the model pre-trained
on ImageNet. At the same time, as a single-class segmentation task, it is not
significant to calculate the attention of coronary arteries.

According to the results in Table 2, our CAU-net is more suitable for coro-
nary vessel segmentation than other methods because of our novel feature fusion
module. Compared to the best performing network, CAU-net improved by 1.85%
in the Dice score. As shown in Fig. 4, we could see that our method performed
better in the details of coronary vessel segmentation and removal of impurities.

Label FrangiImage FC-CRF U-net Resnet50 U-netA�en�on U-net Ours

Dice=72.89Dice=69.41 Dice=90.92 Dice=89.99 Dice=90.50 Dice=91.73

Dice=89.51Dice=75.94Dice=87.62Dice=46.23Dice=29.43Dice=26.82

Dice=60.96 Dice=65.04 Dice=88.07 Dice=87.99 Dice=87.78 Dice=89.02

Dice=68.32 Dice=74.89 Dice=90.44 Dice=88.60 Dice=89.57 Dice=91.18

Fig. 4. Illustration of the segmentation results achieved by Frangi, CRF, U-net, Atten-
tion U-net, Resnet50 U-net and our method; the four rows indicate four sets of results

6 Conclusion

We propose a new CAU-net for automatic segmentation of coronary arteries in
DSA images. In this network a new feature fusion module is proposed to fuse
multi-scale features, which can significantly improve the performance in coronary
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artery segmentation. We also establish a coronary artery segmentation dataset
with a special labeling method and compared many methods with our CAU-net
using this dataset. The experimental results show that our method achieves the
state-of-the-art segmentation results in coronary artery segmentation.
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