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Abstract—In this article, a novel linear parallel control method
is developed for output regulation problems with disturbances.
The traditional feedback regulators are passive regulation meth-
ods. In order to solve this problem, the parallel controllers are
presented, where the time variation of the control is constructed
instead of the control value itself, to stabilize the output of the
system. The main contributions of the developed method include
two aspects: 1) a novel parallel regulator structure is presented,
which can provide greater flexibility comparing with traditional
methods and 2) the necessary and sufficient conditions for the
existence of parallel regulators are analyzed. First, the structure
of the linear parallel regulators is provided. Next, considering
the situations that the full system information is obtained and
the information of error is obtained, respectively, the properties
of the parallel regulators are analyzed, and the regulator designs
for the two situations are provided. Finally, numerical examples
are provided to verify the correctness of the present method.

Index Terms—Continuous-time linear systems, output reg-
ulation, parallel control theory, parallel regulators, parallel
systems.

I. INTRODUCTION

OVER the past few decades, control theory has been
developing rapidly and gained a broad range of

applications in industry [1]–[18]. In the study of control the-
ory, the regulating control for the output of the systems (output
regulation in brief) is always a research hotspot. The basic idea

Manuscript received July 2, 2021; revised October 17, 2021; accepted
November 9, 2021. This work was supported in part by the National Key
Research and Development Program of China under Grant 2018YFB1702300
and Grant 2018AAA0101502; in part by the National Natural Science
Foundation of China under Grant 62073321; and in part by the
Science and Technology Development Fund, Macau SAR, under Grant
0015/2020/AMJ. This article was recommended by Associate Editor
C.-F. Juang. (Corresponding author: Hongyang Li.)

Qinglai Wei and Hongyang Li are with the State Key Laboratory of
Management and Control for Complex Systems, Institute of Automation,
Chinese Academy of Sciences, Beijing 100190, China, also with the School
of Artificial Intelligence, University of Chinese Academy of Sciences,
Beijing 100049, China, and also with the Institute of Systems Engineering,
Macau University of Science and Technology, Macau, China (e-mail:
qinglai.wei@ia.ac.cn; lihongyang2019@ia.ac.cn).

Fei-Yue Wang is with the State Key Laboratory of Management and Control
for Complex Systems, Institute of Automation, Chinese Academy of Sciences,
Beijing 100190, China, also with the Institute of Systems Engineering,
Macau University of Science and Technology, Macau, China, and also with
Qingdao Academy of Intelligent Industries, Qingdao 266109, China (e-mail:
feiyue.wang@ia.ac.cn).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TCYB.2021.3128231.

Digital Object Identifier 10.1109/TCYB.2021.3128231

Fig. 1. Structure of parallel controllers.

of output regulation is to design feedback controllers to make
the system output track a kind of reference signals [19], [20].
The research of linear output regulation rose in 1970s [21],
where two basic methods of linear output regulation were
proposed, including the feedforward design method [22] and
internal model method [23], [24]. Since then, the output regu-
lation problems have gained tremendous popularity, and a large
number of important results were proposed, such as robust out-
put regulation [25]–[28], adaptive output regulation [29]–[32],
and others [33]–[39]. In existing output regulation methods,
the regulators are generally constructed by system states and
outputs, where the control value is directly obtained. However,
the traditional feedback control methods exist some disadvan-
tages [40]. For instances, traditional regulators are related to
the system states and outputs, which may lead to great changes
of control values with the drastic state changes. Furthermore,
the state feedback regulators are passive regulation methods,
and it is conducive to improving the control performance by
introducing the control signals. Therefore, it is necessary to
solve the above problems by designing a new controller.

In this article, a novel linear parallel output regulation
method is developed inspired by the parallel controller.
The basic structure of parallel controllers, which is first
proposed by Wang et al. [40]–[44], can be shown in Fig. 1.
It can be seen that the parallel controller is the function
of state and current control, which is different from the
feedback control. It is a remarkable feature of parallel con-
trol [40]. The studies of the parallel control theory have
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gained certain achievement in recent years. In [45], the par-
allel tracking control problem is studied based on adaptive
dynamic programming, which shows that the parallel control
can guarantee continuity of control signal for the discontin-
uous reference signal. In [46], the parallel tracking control
method is proposed under event-driven formulation. It should
be noted that there are various parallel methods for regula-
tion and tracking problems [47]–[52], which can be divided
into the combinations of different control modes [47], [48]
and the parallel system architecture [49]–[52] according to the
research contents. However, this article presents a novel con-
trol structure for the linear output regulation problem, which
makes the system and control symmetrical in both form and
content mathematically. The contributions of this article can
be summarized as follows.

1) A novel linear parallel control method is developed for
output regulation problems with disturbances, where the
time derivative of system control instead of system con-
trol itself is modeled to stabilize the system. The present
parallel regulators can provide greater flexibility for the
improvement of system performance comparing with the
traditional feedback regulators.

2) The necessary and sufficient conditions for the exis-
tence of parallel regulators are provided in the situations
that the full information can be obtained and only the
tracking error can be obtained, respectively.

3) It can be seen that the parallel regulators are able to pro-
vide extra design degrees of freedom comparing with the
traditional feedback regulators. Simulation results show
that the present method has better system performance
than the usual feedback regulators.

The remainder of this article is organized as follows. In
Section II, the structure of parallel regulators is presented,
and the problem formulation for linear parallel regulation
is developed. In Section III, considering all the system
information can be obtained and only the tracking error can
be obtained, respectively, the linear parallel regulation exis-
tence theorems are given, and the linear parallel regulator
design algorithms are provided. Numerical examples are pro-
vided in Section IV, which demonstrate the correctness of
the presented method, and the conclusion is finally drawn in
Section V.

II. PROBLEM FORMULATIONS

In this section, the basic structure of parallel regulators with
disturbances is presented, and the problem formulations of
linear parallel regulation problem are given.

A. Basic Structure of Parallel Regulators

The basic structure of parallel regulators is presented in this
section. A continuous-time nonlinear system with disturbance
can be given as

ẋ = f (x, u, w) (1a)

ẇ = s(w) (1b)

e = h(x, w) (1c)

Fig. 2. Structure of parallel regulators.

where x ∈ R
n, u ∈ R

m, w ∈ R
r, and e ∈ R

l are system state,
control, external signal, and error, respectively. f (x, u, w), s(w),
and h(x, w) are the system function, disturbance function, and
error function, respectively. A new type of parallel regula-
tors is presented with the structure shown in Fig. 2. If all the
system information can be obtained, the parallel regulator can
be established as

u̇ = g(x, u, w). (2)

If only the error e can be obtained, the parallel regulator can
be expressed by

ξ̇ = ς(ξ, u, e) (3a)

u̇ = g(ξ, u) (3b)

where ξ ∈ R
n+r is the observation of system state x and

external signal w.
Remark 1: Inspired by the structure of the parallel con-

troller as shown in Fig. 1, the parallel regulator is established
where the time derivative of system control instead of system
control itself is modeled as shown in Fig. 2, which is the
main contribution of this article. The regulator in Fig. 2 not
only requires to stabilize the control system but also makes
the tracking error e tend to zero. The regulator in Fig. 1 only
requires to consider the stability of the control system.

Remark 2: For the control system (1) and the parallel regu-
lators (2), (3), it can be seen that the system and regulators are
symmetrical in both form and content mathematically, which
is different to traditional feedback regulators. Therefore, the
design method of traditional feedback regulators is not suitable
for the parallel regulator design. Choosing proper systems ς

and g, which make the control system (1) realize output reg-
ulation, is a key technical challenge of the parallel regulator
design.

Remark 3: It can be seen that the parallel regulators (2) and
(3) provide greater flexibility for the improvement of system
performance comparing with the traditional feedback regula-
tors. The developed method can not only smooth the control
signal [45] but achieve better performance comparing with the
existing output regulation framework.

B. Continuous-Time Linear Parallel Regulators

In this section, the continuous-time linear parallel regula-
tors are presented. A continuous-time linear system can be
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defined as

ẋ = Ax + Bu + Pw (4a)

ẇ = Sw (4b)

e = Cx + Dw (4c)

where x ∈ R
n, u ∈ R

m, w ∈ R
r, and e ∈ R

l are system
state, control input, external input, and error, respectively. The
matrices A ∈ R

n×n, B ∈ R
n×m, P ∈ R

n×r, S ∈ R
r×r, C ∈ R

l×n,
and D ∈ R

l×r are system matrices. Pw and −Dw are system
disturbance and reference signal, respectively. Cx is the system
output. For the system (4), the following assumptions are made
for convenience of analysis [22].

Assumption 1: All the eigenvalues of the matrix S have
nonnegative real part.

Assumption 2: The system (A, B) is controllable.

Assumption 3: The system (

[
A P
0 S

]
, [ C D ]) is

detectable.
We would like to design parallel regulators, such that the

system (4) can realize internal stability and output regula-
tion. Internal stability refers to the global asymptotic sta-
bility of system (4) and parallel regulators when w = 0.
Output regulation means that (4) can track the reference sig-
nal asymptotically and suppress external disturbance, that is,
limt→∞ e = 0.

Remark 4: Assumption 1 is a standard assumption for lin-
ear output regulation problem [21]. In fact, if Assumption 1 is
violated, that is, the matrix S exists eigenvalues with negative
real part, the external signals corresponding to the eigenval-
ues with negative real part will exponentially converge to zero
and will make no effect on the output regulation. Therefore,
Assumption 1 loses no generality.

III. MAIN RESULTS

In this section, the parallel regulator design will be discussed
in the situations that the full information can be obtained and
only the error e can be obtained, respectively.

A. Parallel Output Regulators Under Full System
Information

Considering all the system information can be obtained, the
parallel regulators design will be analyzed in this section. In
this situation, the parallel regulator can be designed as

u̇ = Kx + Lw + Ju (5)

where K ∈ R
m×n, L ∈ R

m×r, and J ∈ R
m×m. We would like to

find parallel regulator (5), such that the system (4) can realize
internal stability and output regulation.

Remark 5: For the problem of parallel output regulator
design under full system information, the external disturbance
information w is assumed to be measurable, which is a general
assumption for the research of output regulation problems [21],
[53], [54]. If the external disturbance information w cannot
be measurable, the Luenberger observer can be designed to
estimate the information of external disturbance, which is the
research content of Section III-B.

The formulations of internal stability and output regulation
under full system information are shown as follows.

1) Ssw (Internal Stability): When w = 0, the following
system:

ẋ = Ax + Bu (6a)

u̇ = Kx + Ju (6b)

can realize global asymptotic stability.
2) Rsw (Output Regulation): For any initial conditions

(x(0), w(0), u(0)), the following system:

ẋ = Ax + Bu + Pw (7a)

ẇ = Sw (7b)

e = Cx + Dw (7c)

u̇ = Kx + Lw + Ju (7d)

satisfies limt→∞ e = 0.
The following lemmas are introduced to facilitate the

analysis.
Lemma 1: Let A′, B′, and Q′ be matrices with proper

dimensions. The Sylvester equation XA′ − B′X = Q′ has a
unique solution X if and only if A′ and B′ have no common
eigenvalues.

Lemma 2: If system ẋ = Ax+Bu is controllable, then there
exists parallel controller u̇ = Kx + Ju, which can make the
system have a desired characteristic polynomial.

Proof: Define matrix G =
(

A B
K J

)
, and the desired

characteristic polynomial as

|λI − G| = λm+n + β1λ
m+n−1 + · · · + βn+m−1λ + βn+m. (8)

If system ẋ = Ax + Bu is controllable, there exist matrix
F1 and vector v1, such that the system (A + BF1, Bv1) is con-
trollable [40]. A controllable transformation can be taken for
(A + BF1, Bv1) as(

T ′−1
)
(A + BF1)T ′

=

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 0 · · · 0 0
0 0 1 0 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 0 1
−αn · · · · · · −α1

⎤
⎥⎥⎥⎥⎥⎦

(9)

and (
T ′−1

)
Bv1 = [

0 · · · 0 1
]T (10)

where α1, α2, . . . , αn can be obtained as follows:

|λI − A − BF1| = λn + α1λ
n−1 + · · · + αn. (11)

Define ζ = [ αn αn−1 · · · α1 ], � = F1T ′ + v1ζ ,
and V = [ v1 v2 · · · vm ], where v2, . . . , vm are vectors,
which can make V be nonsingular. Then, it can be obtained
that

Ĝ = (T3)
−1(T2)

−1(T1)
−1GT1T2T3 =

[
Â B̂
K̂ Ĵ

]
(12)

where

T1 =
[

T ′
I

]
, T2 =

[
I
� I

]
, T3 =

[
I

V

]
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and the matrices Â and B̂ are

Â =

⎡
⎢⎢⎢⎣

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1
0 0 · · · 0

⎤
⎥⎥⎥⎦, B̂ =

⎡
⎢⎢⎢⎣

0 • · · · •

...
...

. . .
...

0 • · · · •

1 • · · · •

⎤
⎥⎥⎥⎦ (13)

where “• ” is an unrelated element. Then, let matrices K̂ and
Ĵ be expressed as

K̂ =

⎡
⎢⎢⎢⎣

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0
k̂1 k̂2 · · · k̂n

⎤
⎥⎥⎥⎦, Ĵ =

⎡
⎢⎢⎢⎣

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1
ĵ1 ĵ2 · · · ĵm

⎤
⎥⎥⎥⎦.

(14)

Then, Ĝ can be repartitioned as

Ĝ =
[

Â∗ B̂∗
Ĉ∗ D̂∗

]
(15)

where

Â∗ =

⎡
⎢⎢⎢⎢⎢⎣

0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0
0 0 · · · 0 1
0 0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎦

, B̂∗ =

⎡
⎢⎢⎢⎣

• • · · · •

...
...

. . .
...

• • · · · •

1 0 · · · 0

⎤
⎥⎥⎥⎦

K̂∗ =

⎡
⎢⎢⎢⎣

0 · · · 0 0
...

. . .
...

...

0 · · · 0 0
k̂1 · · · k̂n ĵ1

⎤
⎥⎥⎥⎦, Ĵ∗ =

⎡
⎢⎢⎢⎣

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1
ĵ2 ĵ3 · · · ĵm

⎤
⎥⎥⎥⎦

and matrices Â∗, B̂∗, Ĉ∗, and D̂∗ have dimension (n + 1) ×
(n + 1), (n + 1) × (m − 1), (m − 1) × (n + 1), and (m − 1) ×
(m − 1), respectively. From (15), it can be obtained that
(Â∗, B̂∗) is controllable. Then, repeating (9)–(15) m−2 times,
the matrix Ĝm−2 can be derived as

Ĝm−2 =
[

Â∗
m−2 B̂∗

m−2
K̂∗

m−2 Ĵ∗
m−2

]
(16)

where

Â∗
m−2 =

⎡
⎢⎢⎢⎣

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1
0 0 · · · 0

⎤
⎥⎥⎥⎦, B̂∗

m−2 =

⎡
⎢⎢⎢⎣

•

...
•

1

⎤
⎥⎥⎥⎦

K̂∗
m−2 = [

k̂m−2,1 · · · k̂m−2,n+m−2 ĵm−2,1
]

Ĵ∗
m−2 = ĵm−2,2.

For (16), we execute (9)–(12). The matrix Ĝm−1 can be
obtained as

Ĝm−1 =
[

Âm−1 B̂m−1

K̂m−1 Ĵm−1

]
(17)

where

Âm−1 =

⎡
⎢⎢⎢⎣

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1
0 0 · · · 0

⎤
⎥⎥⎥⎦, B̂m−1 =

⎡
⎢⎢⎢⎣

0
...

0
1

⎤
⎥⎥⎥⎦.

For (17), we define K̂m−1 and Ĵm−1 as

K̂m−1 = [−βn+m, −βn+m−1 · · · −β2
]

Ĵm−1 = −β1. (18)

Then, it can be seen that Ĝm−1, which is similar to G, has
characteristic polynominal (8). The proof is complete.

Then, the existence of parallel regulators can be analyzed.
Theorem 1: Give the matrices K and J, which can realize

condition Ssw. Then, there exists a parallel regulator (5) for the
system (4), which can realize internal stability Ssw and output
regulation Rsw, if and only if there exist matrices 	1, 	2, and
L, which satisfy the following parallel regulation equations:

A	1 + B	2 + P = 	1S (19)

K	1 + L + J	2 = 	2S (20)

C	1 + D = 0. (21)

Proof: First, consider the internal stability Ssw of the
system (4). When w = 0, we can obtain the system (6). Based
on Lemma 2, the matrices K and J can be obtained to make (6)
have desired dynamic characteristics [40].

Then, consider the problem of output regulation Rsw of
system (4). Rewrite (19), (20) as(

A B
K J

)(
	1
	2

)
−

(
	1
	2

)
S = −

(
P
L

)
. (22)

The matrix

(
A B
K J

)
has eigenvalues with negative real

parts, and matrix S has no eigenvalues with negative real
parts as Assumption 1. Therefore, for a given matrix L, the

Sylvester equation (22) has a unique solution

(
	1
	2

)
. There

always exist matrices 	1, 	2, and L, satisfying (22). Then the
solvability of (19)–(21) is equivalent to the feasibility of the
solution 	1 of (22) for (21).

For the system (7), take coordinate transforms as

x̃ = x − 	1w (23a)

w̃ = w (23b)

ũ = u − 	2w. (23c)

Then, it can be derived that

˙̃x = ẋ − 	1ẇ

= A(x̃ + 	1w̃) + B(ũ + 	2w̃) + Pw̃ − 	1Sw̃

= Ax̃ + Bũ + (A	1 + B	2 + P − 	1S)w̃

= Ax̃ + Bũ (24)

and

˙̃u = u̇ − 	2ẇ

= K(x̃ + 	1w̃) + Lw̃ + J(ũ + 	2w̃) − 	2Sw̃

= Kx̃ + Jũ + (K	1 + L + J	2 − 	2S)w̃

= Kx̃ + Jũ. (25)

Thus, we can obtain

e = Cx + Dw

= C(x̃ + 	1w̃) + Dw̃

= Cx̃ + (C	1 + D)w̃. (26)
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Since

(
A B
K J

)
is stable, if (22) exists solutions 	1, 	2,

and L, which satisfy (21), then we can obtain that limt→∞ e =
limt→∞ Cx̃ = 0. Then, the sufficiency can be proven.

To show the necessity, assume the parallel regulator (5) can
realize internal stability Ssw and output regulation Rsw. Due to
Assumption 1, w̃ cannot decay to zero for w̃(0) �= 0. Then,
for (24)–(26), it can be seen that

lim
t→∞ e = lim

t→∞(Cx̃ + (C	1 + D)w̃)

= lim
t→∞(C	1 + D)w̃ (27)

= 0.

Therefore, the necessity can be proven.
An algorithm is presented to find parallel regulator in the

case of full information as Algorithm 1.

B. Parallel Output Regulators Under the Error e

In this part, considering only the error e can be obtained,
the design of the parallel regulator are analyzed. First, we
transform the system (4) as(

ẋ
ẇ

)
=

(
A P
0 S

)(
x
w

)
+

(
B
0

)
u (28a)

e = (
C, D

)( x
w

)
. (28b)

Then, for the system (28), the Luenberger observer is
designed as( ˙̂x

˙̂w
)

=
((

A P
0 S

)
−

(
G1
G2

)(
C, D

))(
x̂
ŵ

)
(31)

+
(

B
0

)
u +

(
G1
G2

)
e.

In this situation, the parallel regulator can be designed as

u̇ = (
H1, H2

)( x̂
ŵ

)
+ J′u. (32)

We would like to find parallel regulator (32), such that the
system (4) can realize internal stability and output regulation.
The formulations of internal stability and output regulation
under the error are shown as follows.

1) Se (Internal Stability): When w = 0, the following
system:

ẋ = Ax + Bu (33a)( ˙̂x
˙̂w
)

=
(

A − G1C P − G1D
−G2C S − G2D

)(
x̂
ŵ

)

+
(

B
0

)
u +

(
G1
G2

)
e (33b)

e = Cx (33c)

u̇ = (
H1, H2

)( x̂
ŵ

)
+ J′u (33d)

can realize global asymptotic stability.
2) Re (Output Regulation): For any initial conditions

(x(0), w(0), u(0), x̂(0), ŵ(0)), the following system:

ẋ = Ax + Bu + Pw (34a)

ẇ = Sw (34b)

Algorithm 1 Parallel Regulator Design Algorithm in the Case
of Full Information
Initialization:

Give matrices A, B, P, S, C, D.
Give characteristic polynomial (8).

Iteration:
1: If m = 1, then

1) Find matrix T ′, and take controllable transformation for
(A, B).
2) Define � = [

αn αn−1 · · · α1
]
.

3) Take matrix transformation (12). Define K̂, Ĵ be

K̂ = [−βn+m −βn+m−1 · · · −β2
]
, Ĵ = −β1

then matrices K, J can be obtained from

G = T1T2T3Ĝ(T3)
−1(T2)

−1(T1)
−1. (29)

where T3 = I.
2: If m > 1, then

1) Find F1 and v1, which make (A + BF1, Bv1)

controllable.
2) Find T ′, and take matrix transformation for
(A + BF1, Bv1) as (9)–(10).
3) Define ζ = [

αn αn−1 · · · α1
]
, � = F1P + v1ζ ,

V = [
v1 v2 · · · vm

]
.

4) Take matrix transformation as (12). Define matrices K̂
and Ĵ be (14). Then, execute (15) for Ĝ.
5) Repeat 1)–4) m − 2 times, and obtain Ĝm−2 as (16).
6) For Ĝm−2, do steps 1)–3), take matrix transformation
(12). Then, the matrix Ĝm−1 can be derived as (17).
7) Let K̂m−1 and Ĵm−1 be as (18), then K, J can be
obtained as

G = T1T2T3 · · · Tm−1,1Tm−1,2Tm−1,3Ĝm−1
(
Tm−1,3

)−1

·(Tm−1,2
)−1(

Tm−1,1
)−1 · · · (T3)

−1(T2)
−1(T1)

−1.
(30)

3: According to Theorem 1, determine the solvability of
the parallel regulation equations (19)–(21), and obtain the
matrix L.

4: return K, J, L.

( ˙̂x
˙̂w
)

=
(

A − G1C P − G1D
−G2C S − G2D

)(
x̂
ŵ

)

+
(

B
0

)
u +

(
G1
G2

)
e (34c)

e = Cx + Dw (34d)

u̇ = (
H1, H2

)( x̂
ŵ

)
+ J′u (34e)

can satisfy limt→∞ e = 0.
Then, the existence of parallel regulators can be analyzed.
Theorem 2: Give the matrices H1, J′, G1, and G2, which

can realize condition Se. Then, there exists a parallel regu-
lator (32) for system (4), which can realize internal stability
Se and output regulation Re, if and only if there exist matri-
ces 	′

1, 	′
2, 	′

3, and H2, which satisfy the following parallel
regulation equations:

A	′
1 + B	′

2 + P = 	′
1S (35)
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(
H1, H2

)
	′

3 + J′	′
2 = 	′

2S (36)(
A − G1C P − G1D
−G2C S − G2D

)
	′

3 +
(

B
0

)
	′

2 = 	′
3S (37)

C	′
1 + D = 0. (38)

Proof: First, consider the problem of internal stability Se

of system (4). When w = 0, we can obtain the system (33).
Then, we rewrite the system (33) as

ż′ =

⎛
⎜⎜⎝

A B 0 0
0 J H1 H2

G1C B A − G1C P − G1D
G2C 0 −G2C S − G2D

⎞
⎟⎟⎠

⎛
⎜⎜⎝

x
u
x̂
ŵ

⎞
⎟⎟⎠


= G′z′. (39)

For the system (39), we take coordinate transforms as

z′ = Tz̃ =

⎛
⎜⎜⎝

I
I

I I
I

⎞
⎟⎟⎠z̃.

Then, we can obtain the system as

˙̃z = T−1G′Tz̃

= G̃z̃ (40)

where

G̃ =

⎛
⎜⎜⎝

A B 0 0
H1 J′ H1 H2
0 0 A − G1C P − G1D
0 0 −G2C S − G2D

⎞
⎟⎟⎠ =

[
G̃1 G̃12

G̃2

]
.

Based on Assumption 2 and Lemma 2, it can be derived
that there exist H1 and J′ to make G̃1 have desired
poles [40]. Based on Assumption 3, there exist G1 and
G2 to make G̃2 have desired poles [55]. We can obtain
the matrices H1, J′, G1, and G2, which can satisfy the
condition Se.

Then, considering the problem Re of the system (4), we
rewrite (35)–(37) as

G′
⎛
⎝	′

1
	′

2
	′

3

⎞
⎠ −

⎛
⎝	′

1
	′

2
	′

3

⎞
⎠S = −

⎛
⎜⎜⎝

P
0

G1D
G2D

⎞
⎟⎟⎠. (41)

It can be seen that G′ has eigenvalues with negative real
parts, and S has no eigenvalues with negative real parts as
Assumption 1. Therefore, for a given matrix H2, the Sylvester

equation (41) has a unique solution

⎛
⎝	′

1
	′

2
	′

3

⎞
⎠. There always

exist matrices 	′
1, 	′

2, 	′
3, and H2, satisfying (41). Then, the

solvability of (35)–(38) is equivalent to the feasibility of the
solution 	′

1 of (41) for (38).

For the system (34), defining ξ =
(

x̂
ŵ

)
, we take coordinate

transforms as

x′ = x − 	′
1w (42a)

w′ = w (42b)

u′ = u − 	′
2w (42c)

ξ ′ = ξ − 	′
3w. (42d)

Then, we can derive

ẋ′ = ẋ − 	′
1ẇ

= A
(
x′ + 	′

1w′) + B
(
u′ + 	′

2w′) + Pw′ − 	′
1Sw′ (43)

= Ax′ + Bu′

and

u̇′ = u̇ − 	′
2ẇ

= (
H1 H2

)(
ξ ′ + 	′

3w′) + J
(
u′ + 	′

2w′) − 	′
2Sw′

= (
H1 H2

)
ξ ′ + J′u′.

(44)

Thus, we can obtain

ξ̇ ′ = ξ̇ − 	′
3ẇ

=
(

A − G1C P − G1D
−G2C S − G2D

)(
ξ ′ + 	′

3w′)

+
(

B
0

)(
u′ + 	′

2w′) (45)

+
(

G1
G2

)(
C

(
x′ + 	′

1w′) + Dw′) − 	′
3Sw′

=
(

A − G1C P − G1D
−G2C S − G2D

)
ξ ′ +

(
B
0

)
u′

+
(

G1
G2

)
Cx′

and

e = Cx + Dw

= C
(
x′ + 	′

1w′) + Dw′ (46)

= Cx′ + (
C	′

1 + D
)
w′.

Since G′ is stable, to show the sufficiency, if (41) has the
solutions 	′

1, 	′
2, 	′

3, and H2, which satisfy (38), then we
can obtain that systems (43)–(45) are asymptotic stability, and
limt→∞ e = limt→∞ Cx′ = 0.

To show the necessity, assume parallel regulator (32) can
realize internal stability Se and output regulation Re. Due to
Assumption 1, w′ cannot decay to zero for w′(0) �= 0. Then,
for (43)–(46), it can be seen that

lim
t→∞ e = lim

t→∞
(
Cx′ + (

C	′
1 + D

)
w′)

= lim
t→∞

(
C	′

1 + D
)
w′ (47)

= 0.

Therefore, necessarily, C	′
1 + D = 0.

We can obtain Algorithm 2 to find parallel regulators in the
case of partial information.

Remark 6: For the parallel output regulation problems, only
internal stability with w = 0 needs to be considered rather
than external stability with w �= 0. The external stability
means that designing parallel regulator (5) or (32), which
makes the system output satisfy limt→∞ Cx = 0. Then,
it can be obtained that limt→∞ e = limt→∞(Cx + Dw) =
limt→∞ Dw �= 0, which conflicts with output regulation
condition.
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Algorithm 2 Parallel Regulator Design Algorithm in the Case
That Only Error e Can Be Obtained
Initialization:

Give matrices A, B, P, S, C, D.
Give characteristic polynomial of G̃1.
Give characteristic polynomial of G̃2.

Iteration:
1: If m = 1, then

1) Find matrix T ′, and take controllable transformation for
(A, B).
2) Define � = [

αn αn−1 · · · α1
]
.

3) Take matrix transformation (12). Define K̂, Ĵ be

K̂ = [−βn+m −βn+m−1 · · · −β2
]
, Ĵ = −β1

and then matrices K, J are obtained from

G = T1T2T3Ĝ(T3)
−1(T2)

−1(T1)
−1. (48)

where T3 = I.
2: If m > 1, then

1) Find F1 and v1, which make (A + BF1, Bv1)

controllable.
2) Find T ′, and take matrix transformation for
(A + BF1, Bv1) as (9)–(10).
3) Define ζ = [

αn αn−1 · · · α1
]
, � = F1P + v1ζ , and

V = [
v1 v2 · · · vm

]
.

4) Take matrix transformation as (12). Define K̂ and Ĵ be
(14). Then execute (15) for Ĝ.
5) Repeat 1)–4) m − 2 times, and obtain Ĝm−2 as (16).
6) For Ĝm−2, do steps 1)–3), take matrix transformation
(12). Then, the matrix Ĝm−1 can be derived as (17).
7) Let K̂m−1 and Ĵm−1 be as (18), and then K, J can be
obtained as

G = T1T2T3 · · · Tm−1,1Tm−1,2Tm−1,3Ĝm−1
(
Tm−1,3

)−1

·(Tm−1,2
)−1(

Tm−1,1
)−1 · · · (T3)

−1(T2)
−1(T1)

−1.
(49)

3: Let H1 = K, J′ = J.
4: Find matrices G1, G2 according to [55], which make G̃2

have desired characteristic polynomial.
5: Determine the solvability of the parallel regulation equa-

tions (35)–(38), and obtain the matrix H2.
6: return H1, H2, J′, G1, G2.

Remark 7: From Algorithms 1 and 2, it is shown that the
parallel regulators provide extra design degrees of freedom
comparing with the traditional feedback regulators. Therefore,
the parallel control can provide greater flexibility for the
improvement of system performance.

IV. NUMERICAL ANALYSIS

In this section, numerical examples are provided to verify
the correctness of parallel regulators.

A. Parallel Output Regulators Under Full System
Information

In this example, an LCL coupled inverter-based distributed
generation system with modifications is investigated, whose

Fig. 3. Error curves of Example 1.

dynamic model can be described as follows [34], [56]:

ẋ =
⎡
⎣−R1

/
L1 −1

/
L1 0

1
/

C1 0 −1
/

C1
0 1

/
L2 −R2

/
L2

⎤
⎦x

+
⎡
⎣ 1

/
L1

0
0

⎤
⎦u +

⎡
⎣ 0 1

0 0
0 0

⎤
⎦w

ẇ =
[

0 −1
1 0

]
w

e = [
0 0 1

]
x + [

1 0
]
w (50)

where the values of C1, R1, R2, R2, and L2 can be found
in [56]. It is easy to derive that Assumptions 1–3 are satis-
fied. In order to verify the effectiveness of the present method,
comparisons are constructed with the traditional feedback
regulator. The feedback regulator can be obtained as

u = [−2.4136 −19.1550 1.4385
]
x

+ [
567.1814, −105.6275

]
w. (51)

The poles are assigned at −0.5, −0.5, and −0.5 by the tra-
ditional feedback regulator. Next, the parallel regulator, which
assigns the poles of system at −0.5, −0.5, −0.5, and −3, is
designed for the system. According to Algorithm 1, we can
obtain the parallel regulator as

u̇ = [−7.6866 −56.2246 4.1931
]
x − 3.9655u

+ [
1595.9, −886.5457

]
w. (52)

Simulation is performed with x(0) = ( 2 −4 3 )T, w(0) =
(−1 1 )T, and u(0) = 2. We can obtain the results as shown
in Figs. 3–5. The error curves are shown in Fig. 3, the control
curves are shown in Fig. 4, and the output and reference signal
curves are shown in Fig. 5. It can be seen that the parallel
regulators (52) can realize the internal stability Ssw and output
regulation Rsw. It is noted that the system poles assigned by
feedback regulator are contained in the set of the poles by
parallel regulator, and the parallel regulator can achieve better
results as shown in Figs. 3–5.
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Fig. 4. Control curves of Example 1.

Fig. 5. Output and reference curves of Example 1.

B. Parallel Output Regulators Under the Error e

Consider the F16 aircraft system as follows [57]:

ẋ =
⎡
⎣−1.019 0.905 −0.002

0.822 −1.077 −0.176
0 0 −1

⎤
⎦x

+
⎡
⎣ 0

0
5

⎤
⎦u +

⎡
⎣ 0 1

0 0
0 0

⎤
⎦w

ẇ =
[

0 1
−0.01 0

]
w

e = [
1 0 0

]
x + [−1 0

]
w. (53)

It is easy to derive that Assumptions 1–3 are satisfied.
The traditional feedback regulator is also employed for com-
parisons as (54), shown at the top of the next page, which
assigns the system poles at −0.5, −0.5, −0.5, −0.5, −0.5,
−0.5, −0.5, and −0.5. According to Algorithm 2, we can
obtain the parallel regulator, which can assign the system poles
at −0.5, −0.5, −0.5, −0.5, −0.5, −0.5, −0.5, −0.5, and
−3 as (55), shown at the top of the next page. To further
verify the advantages of the developed method, adaptive regu-
lator is employed for comparisons, where the specific control

Fig. 6. Error curves of Example 2.

Fig. 7. Control curves of Example 2.

Fig. 8. Output and reference curves of Example 2.

model can be found in [58]. Simulation is performed with
x(0) = ( 2 −4 3 )T, w(0) = (−1, 1 )T, u(0) = −2,
x̂(0) = ( 0 0 0 )T, and ŵ(0) = ( 0, 0 )T. Then, we can
obtain the results as shown in Figs. 6–8. The error curves are
shown in Fig. 6, the control curves are shown in Fig. 7, and
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( ˙̂x
˙̂w
)

=

⎛
⎜⎜⎜⎜⎝

0.1085 0.9050 −0.0020 −1.1275 1.0000
0.0075 −1.0770 −0.1760 0.8145 0

−8.7061 9.4470 0.5960 −0.5164 1.6860
0.5315 0 0 −0.5315 1.0000
0.0766 0 0 −0.0866 0

⎞
⎟⎟⎟⎟⎠

(
x̂
ŵ

)
+

⎛
⎜⎜⎜⎜⎝

− 1.1275
0.8145
0.1941

−0.5315
−0.0766

⎞
⎟⎟⎟⎟⎠e

u = (−1.7024 1.8894 0.3192 −0.1421 0.3372
)( x̂

ŵ

)
(54)

( ˙̂x
˙̂w
)

=

⎛
⎜⎜⎜⎜⎝

0.1085 0.9050 −0.0020 −1.1275 1.0000
0.0075 −1.0770 −0.1760 0.8145 0

−0.1941 0 −1 0.1941 0
0.5315 0 0 −0.5315 1.0000
0.0766 0 0 −0.0866 0

⎞
⎟⎟⎟⎟⎠

(
x̂
ŵ

)
+

⎛
⎜⎜⎜⎜⎝

0
0
5
0
0

⎞
⎟⎟⎟⎟⎠u +

⎛
⎜⎜⎜⎜⎝

− 1.1275
0.8145
0.1941

−0.5315
−0.0766

⎞
⎟⎟⎟⎟⎠e

u̇ = (−1.8193 2.0927 0.3093 −0.4298 −0.8326
)( x̂

ŵ

)
− 1.404u (55)

the output and reference signal curves are shown in Fig. 8.
From Figs. 6–8, it can be seen that the parallel regulator can
realize internal stability Se and output regulation Re, and the
parallel regulators can achieve better results comparing with
traditional feedback regulator and adaptive regulator.

V. CONCLUSION

A novel linear parallel regulation method is developed in
this article. The basic design method of parallel regulators
is presented. Considering the full system information can be
obtained and only the error can be obtained, respectively,
the existence of parallel regulators and the parallel regulator
design algorithms is developed. Finally, numerical simulations
are given to verify the correctness of the parallel regulators.
Some interesting future works are to extent the parallel regula-
tion results to other output regulation problems, such as robust
linear output regulation, adaptive linear output regulation, and
nonlinear output regulation.
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