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Distributed Dynamic Event-Triggered Control for
Euler–Lagrange Multiagent Systems With
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Abstract—This article investigates the distributed dynamic
event-triggered control of networked Euler–Lagrange systems
with unknown parameters. Using the designed dynamic event-
triggered control algorithm, the leaderless consensus problem
and the containment problem of networked Euler–Lagrange
systems are solved, and the estimations of unknown param-
eters are updated by an adaptive updating law as well. The
stability analysis is given based on an appropriate Lyapunov
function and the distributed control problem is theoretically
solved by the designed control algorithm. The Zeno behavior
of the designed dynamic event-triggered method is excluded in
a finite-time interval. Compared to some existing results for the
event-triggered control of networked Euler–Lagrange systems,
these event-triggered methods can be seen as the special cases
of the dynamic event-triggered method proposed in this arti-
cle. Simulation results based on UR5 robots of V-rep show that
the proposed method can provide an increase (4.46 ± 3.36%)
of the average lengths of event intervals compared to the one
of the existing event-triggered methods, which leads to a lower
usage of the communication resource. Meanwhile, the time of
achieving the consensus/containment and the steady-state control
performance are not affected.

Index Terms—Consensus, containment, dynamic event-
triggered control, Euler–Lagrange system, multiagent systems
(MASs).

I. INTRODUCTION

IN RECENT years, the distributed cooperative control
for the multiagent systems (MASs) has drawn consider-

able attention. The basic principle of MASs is that: every
agent plans its own movement based on its local neigh-
bors’ information and the entire MAS is driven to achieve
desired objectives (i.e., consensus, flocking, formation and
containment) via this distributed control mechanism [1], [2].
In general, the MASs can be studied from two aspects: 1) the
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agent’s dynamics and 2) the communication of MASs. From
the agent’s dynamics aspect, as a representative nonlinear
system, the control of MASs whose agents are described by
the Euler–Lagrange dynamics has received broad interest due
to its various applications in unmanned air vehicles and robot
manipulators [3]. Some papers have been published to address
the cooperative control [4], to deal with the uncertainty [5],
and to achieve finite-time consensus [6] of the networked
Euler–Lagrange systems.

From the communication point of view, the agent’s inner
communication mechanism (the agent’s “sensor-to-controller”
communication, that is, the periodic sampling, the aperi-
odic sampling, and the event-triggered sampling) has been
extensively investigated. It is noted that the event-triggered
control for linear MASs has been demonstrated to be an
effective method to reduce the communication resource usage
where the communication between the agent’s controller
and sensor becomes active only when some specific events
occur [7]–[11]. Furthermore, reducing the communication
resource usage means that the energy for each agent can be
saved, and the operational lifespan of MASs can be prolonged.

There have been some publications regarding the event-
triggered coordination of some special nonlinear MASs.
In [12], an integrated sampled-data-based event-triggered con-
troller was proposed for the nonlinear MASs where the nonlin-
ear term in the agent’s dynamics should satisfy the “globally
Lipschitz” condition. In [13] and [14], two event-triggered
controllers based on function-approximation methods were
considered for MASs, and each agent’s nonlinear dynamics
should take the pure-feedback form and the strict-feedback
form, respectively. When the agent is described by the Euler–
Lagrange dynamics, few results can be found in [15]–[20]. For
example, for the Euler–Lagrange MASs under directed com-
munication networks, an event-triggered strategy was proposed
such that all followers asymptotically reached a consensus to
one dynamic leader [15]. In [16], an event-triggered control
strategy based on the estimation of the referenced trajec-
tory was designed to solve the tracking control problem of
Euler–Lagrange MASs, but the final tracking error could only
be reduced into a small neighborhood around the origin.
Kumari et al. [17] employed an event-triggered sliding-mode
controller to achieve a robust tracking of Euler–Lagrange
MASs with unknown parameters. Liu et al. [18], [19] intro-
duced a fully distributed model-independent event-triggered
controller without the relative velocity information and an
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adaptive controller with the relative velocity information to
address the tracking control problem. However, the proposed
controllers only work for a special class of Euler–Lagrange
systems without the gravitational term, which limits their
application. In addition, the agent’s regression matrix needs to
be globally Lipschitz and absolutely continuous. Xu et al. [20]
relaxed the condition in [19] to be a differentiable, local
Lipschitz regression matrix. The Zeno behavior in a finite-time
interval is also excluded in [19] and [20]. The Zeno behav-
ior means that the system is triggered infinite times during a
finite-time interval, which cannot be allowed in practice.

Based on the above observations, this article proposes a
dynamic event-triggered controller for Euler–Lagrange MASs
with unknown parameters. Considering that it is difficult to
guarantee the accuracy of the relative velocity information
between agents, the designed controller only uses the agents
state information and the relative position information with
other agents. For the economical usage of communication
resources, the event-triggered method is also enrolled in the
proposed controller. A novel event-triggered method based on
an internal dynamic variable is designed to decide the event
occurring time. The controller is designed to tackle two tasks:
1) the leaderless consensus and 2) the containment. The con-
trol performance of MASs under two tasks is analyzed by
the Lyapunov method, respectively. The theoretical analysis
is given to show that the Zeno behavior is excluded in a
finite-time interval. Finally, simulations based on UR5 robots
of V-rep verify the effectiveness of the proposed algorithm.
Compared to [19] and [20], the main features of this article
lie in the following three points.

1) The control objective of [19] is to achieve the leader–
follower consensus, and the control objective of [20]
is to achieve the leaderless consensus control. In con-
trast, this article considers both the leaderless consensus
problem and the containment problem with dynamic
leaders.

2) In [19], a model-independent controller is designed
for a special class of Euler–Lagrange systems without
the gravitational term under undirected communica-
tion networks. This article considers a more general
Euler–Lagrange dynamics under directed communica-
tion networks.

3) Event-triggered methods investigated in [19] and [20]
can be seen as the special cases of the event-triggered
method proposed in this article. The simulation results
imply that the proposed method can allow a longer aver-
age length of event intervals, while the time of achieving
the consensus/containment and the steady-state control
performance are not affected.

Notation: Let R
p and R

p×p represent the p-dimensional
real column vector and the p × p-dimensional real matrix,
respectively. Let Ip denote the p-dimensional identity matrix.
Let 0p and 1p denote the p-dimensional column vectors with
each component being 0 and 1, respectively. Let N denote
the set of natural numbers. Let ‖ · ‖ denote the 2-norm of
the matrix or the Euclidean norm of the vector. Let ⊗ rep-
resent the Kronecker product. For two square matrices A and
B ∈ R

n×n, A ≤ B means B − A is a semi-positive-definite

matrix. Let σmax(P) denote the maximum singular value of a
matrix P ∈ R

m×n. Let λmin(Q) denote the minimum eigen-
value of a symmetric matrix Q ∈ R

n×n. For a vector function
f (t) : R+ → R, f (t) ∈ L2 if ‖f (t)‖p = ∫ ∞

0 f (τ )T f (τ )dτ ≤ ∞
and f (t) ∈ L∞ if for each element of f (t) denoted by fi(t),
supt |fi(t)| ≤ ∞. For a vector q ∈ R

n and a set � ⊆ R
n, let

dis(q,�) = infy∈� ‖q − y‖2 denote the distance between q
and �.

II. PROBLEM FORMULATION

A. Dynamic Model

All agents in Euler–Lagrange MASs follow the same
dynamic model, which is described by the following Euler–
Lagrange equation:

Mi(qi(t))q̈i(t) + Ci(qi(t), q̇i(t))q̇i(t) + gi(qi(t)) = τi(t) (1)

where qi(t) ∈ R
p is a vector of the generalized coordinates,

Mi(qi(t)) ∈ R
p×p is the symmetric positive-definite inertia

matrix, Ci(qi(t), q̇i(t))q̇i(t) ∈ R
p denotes the Coriolis and

centrifugal torque, and gi(qi(t)) and τi(t) ∈ R
p denote the

gravitational torque and the generalized control force on the ith
agent, respectively. The system model of each agent satisfies
the following properties [21].

Property 1 (Parameter Boundness): For the ith agent, there
exist positive constants km, km, kC, and kgi such that kmIp ≤
Mi(qi(t)) ≤ kmIp, ‖gi(qi(t))‖ ≤ kgi , and ‖Ci(x, y)‖ ≤ kC‖y‖
for any x, y ∈ R

p.
Property 2 (Skew Symmetric Property): The matrix

Ṁi(qi(t)) − 2Ci(qi(t), q̇i(t)) is skew-symmetric.
Property 3 (Linearity in the Parameters): Mi(qi(t))x +

Ci(qi(t), q̇i(t))y + gi(qi(t)) = Yi(qi(t), q̇i(t), x, y)�i for any
x, y ∈ R

p, where Yi(qi(t), q̇i(t), x, y) is the regression matrix
and �i is the constant parameter vector.

Note that Properties 2 and 3 hold for fully actuated systems,
for instance, fully actuated robotic manipulators. In addition,
an assumption is listed as follows

Assumption 1: Each element of Mi(qi(t)), Ci(qi(t), q̇i(t)),
and gi(qi(t)) is differentiable and locally Lipschitz.

Remark 1: The same assumption has been investigated
in [20], and a stronger version is proposed in [18]. There
are many Euler–Lagrange systems satisfy the above assump-
tion. As stated in [20], from Assumption 1 and Property 3,
it follows that each element of Yi(qi(t), q̇i(t), 0, q̇ri(t))
is differentiable and locally Lipschitz, which means that
Ẏi(qi(t), q̇i(t), 0, q̇ri(t)) is bounded if Yi(qi(t), q̇i(t), 0, q̇ri(t))
is bounded [22].

B. Graph Theory

Consider a MAS consisted of n agents. The network topol-
ogy is represented by G = (V, E), where V = {1, 2, . . . , n}
is the agent set and E ⊆ V × V denotes the edge set [23].
An edge (i, j) ∈ E means that agent j can receive information
from agent i, and in this case, agent i is called a neighbor
of agent j. The agent is called a leader if it has no neighbor;
otherwise, it is called a follower. Let A = [aij] ∈ R

n×n repre-
sent a weighted adjacency matrix associated with graph G, and
the element aij > 0 when (j, i) ∈ E ; otherwise, aij = 0. The
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Laplacian matrix L = [lij] ∈ R
n×n associated with graph G is

defined as lii = ∑n
j=1,j 
=i aij and lij = −aij, i 
= j. In a directed

graph, a directed path is a sequence of edges of the form
(i1, i2), (i2, i3), . . . , (ik−1, ik), where any edge (im, im+1) ∈ E .
A directed graph has a directed spanning tree if there exists
at least one agent that has directed paths to any other agents.
A directed graph is strongly connected if there is a directed
path between any pair of distinct nodes. The following results
for the Laplacian matrix hold.

Lemma 1 [24]: Let G be a directed graph consisting of n
nodes and L ∈ R

n×n is the Laplacian matrix associated with G.
The following two statements hold.

1) The Laplacian matrix L has a single zero eigenvalue and
all other eigenvalues have positive real parts if and only
if G contains a directed spanning tree.

2) If G is strongly connected, there exists a vector ξ �
[ξ1, . . . , ξn]T ∈ R

n with
∑n

i=1 ξi = 1, and ξi > 0 ∀i =
1, . . . , n, such that ξTL = 0.

Lemma 2 [24]: Let G be a directed graph consisting of
n nodes and G is strongly connected. Define matrix B �
�L+LT�, where � � diag(ξ1, . . . , ξn) with ξ = [ξ1, . . . , ξn]T

and L are defined in Lemma 1. Then, B is a symmetric
Laplacian matrix associated with an undirected graph. Letting
ϑ ∈ R

n be any nonzero vector satisfying ϑTξ = 0, the
following inequality holds:

a(L) � min
ϑT ξ=0
ϑ 
=0n

ϑTBϑ

ϑT�ϑ
> 0. (2)

Furthermore, it can be obtained from the above equation
that ϑTBϑ ≥ a(L)ϑT�ϑ ≥ a(B)ϑTϑ where a(B) =
a(L) min(ξ1, . . . , ξn).

When the graph is not strongly connected, the entire MAS
is assumed to be consisted of m followers and n − m leaders.
It is also assumed as follows.

Assumption 2: For each follower, there exists at least one
leader, which has a directed path to this follower.

Assumption 3: Each leader’s generalized velocity q̇i satis-
fies q̇i ∈ L2, i = n − m + 1, . . . , n.

Then, the following statements hold.
Definition 1 [25]: The set C is convex if and only if the

point (1− t)x+ ty ∈ C where t ∈ [0, 1] and x, y ∈ C. The con-
vex hull Co(X) for a set of points X = {x1, . . . , xn} in a real
vector space is the minimal convex set containing all points
in X, which satisfies Co(X) = {∑n

i=1 αixi|xi ∈ X, αi ≥ 0,∑n
i=1 αi = 1}.
Definition 2 [26]: A square matrix A ∈ R

n×n is called
a nonsingular M-matrix if all of its off-diagonal entries are
nonpositive and its eigenvalues have positive real parts. For
the nonsingular M-matrix A, there exists a diagonal matrix
D = diag(d1, . . . , dn) with di > 0 ∀i = 1, . . . , n, such that the
matrix Q = DA + ATD > 0.

Lemma 3 [27]: If Assumption 2 holds, then the Laplacian
matrix L associated with graph A can be written as

L =
[

L1 L2
0(n−m)×m 0(n−m)×(n−m)

]

where L1 ∈ R
m×m and L2 ∈ R

m×(n−m). Then, matrix L1 is a
nonsingular M-matrix. Each entry of −L−1

1 L2 is non-negative
and the row sums of −L−1

1 L2 equal to one.

C. Control Objective

The first control objective in this article is to drive the Euler–
Lagrange MAS to achieve the leaderless consensus, which is
defined as follows.

Definition 3: The Euler–Lagrange MAS is said to achieve
the consensus if and only if the state variables qi of all agents
satisfy

lim
t→∞

∥
∥qi(t) − qj(t)

∥
∥ = 0 ∀i, j = 1, 2, . . . , n.

The second control objective in this article is to drive the
Euler–Lagrange MASs to achieve the containment, which is
defined as follows.

Definition 4: The Euler–Lagrange MAS is said to achieve
the containment if and only if all followers go into the con-
vex hull spanned by dynamic leaders as time goes to infinity.
That is

lim
t→∞ dis(qi(t), Co(qL(t))) = 0, i = 1, . . . , m (3)

where qL(t) = [qT
n−m(t), . . . , qT

n (t)]T denotes the leaders’ state
variables and Co(qL(t)) denotes the convex hull defined in
Definition 1.

III. DISTRIBUTED CONSENSUS CONTROL

By borrowing a similar idea proposed in [27], design the
auxiliary variables for the agent i (i = 1, . . . , n)

q̇ri(t) = −
n∑

j=1

aij
(
qi(t) − qj(t)

)

si(t) = q̇i(t) − q̇ri(t) = q̇i(t) +
n∑

j=1

aij
(
qi(t) − qj(t)

)
(4)

where aij denotes the {i, j}-entry of adjacency matrix A.
To achieve the event-triggered communication, each agent

of MASs only broadcasts its state information to the controller
at a discrete event-triggered time sequence {tik}k∈N, where tik
denotes the kth event-triggered time of the ith agent. Design
the distributed adaptive controller based on the latest state
information

τi(t) = −kisi
(
tik

) + Yi
(
tik

)
�̂i

(
tik

)
, t ∈ [

tik, tik+1

)

˙̂
�i(t) = −�iY

T
i (t)si(t) (5)

where ki and �i denote positive control gains, �̂i(t) is the esti-
mate of the unknown parameter �i, Yi(tik) is the abbreviation
of the regression matrix Yi(qi(tik), q̇i(tik), 0, q̇ri(tik)) defined by
Property 3, which satisfies the following equation:

Yi
(
qi

(
tik

)
, q̇i

(
tik

)
, 0, q̇ri

(
tik

)) = Ci
(
qi

(
tik

)
, q̇i

(
tik

))
q̇ri

(
tik

)

+ gi
(
qi

(
tik

))
.

Then, the measurement errors ei(t) and εi(t) can be defined by

ei(t) = si
(
tik

) − si(t)

εi(t) = Yi
(
tik

)
�̂i

(
tik

) − Yi(t)�̂i(t).
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Define a dynamic internal variable χi(t) of the ith agent that
takes the form of

χ̇i(t) = −γiχi(t) − ωi[‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖] (6)

where γi is a positive constant, ωi, βi are non-negative con-
stants, and γi and ωi satisfy γi−(1+βiωi)/2 ≥ 0. The dynamic
internal variable’s initial value χi(0) is a positive constant.
To determine the event-triggered time sequence {tik}k∈N, the
inequality for the triggering condition is proposed as follows:

‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖ ≤ χi(t). (7)

When (7) is violated, an event is triggered and the event-
triggered time is set to be the current time tik = t. Then, the
controller updates the received state information. Note that the
errors ei(t) and εi(t) are also reset to be 0 in accordance with
their definitions, which guarantees (7) always holds. From (6)
and (7), it can be concluded that

χ̇i(t) ≥ −γiχi(t) − ωiχi(t)

which leads to

χi(t) ≥ χi(0)e−(γi+ωi)t. (8)

In the event-triggered control, how to avoid the Zeno behav-
ior is a key point. The definition of Zeno behavior is given as
follows.

Definition 5 [28]: During a finite-time interval t ∈ [t1, t2]
where 0 ≤ t1 < t2 < ∞, the event is triggered infinite times
and the event-triggered time sequence is {tik, . . . , ti∞} for some
finite k ≥ 0, then the system has the Zeno behavior.

A. Stability Analysis

Theorem 1: Using the trigger condition (7) and the con-
troller (5) with parameters satisfying the following condition:

ki > max
i=1,...,n

μi + km̄σmax(L)

+
[
km̄σ 2

max(L) + 1
]2

2a(B)
∀i = 1, . . . , n (9)

where μi = (1 + 2βi + βiωi)/2, system (1) can achieve the
distributed leaderless consensus and can exclude the possibility
that the Zeno behavior occurs in a finite-time interval when
the communication network is a strongly connected directed
graph.

Proof: Substituting (5) into (1), it can be obtained that

Mi(qi(t))q̈i(t) + Ci(qi(t), q̇i(t))qi(t) + gi(qi(t))

= −kisi
(
tik

) + Yi
(
tik

)
�̂i

(
tik

)
.

Using the definition of si(t) and Property 3, it can be obtained
from the above analysis that

Mi(qi(t))ṡi(t) + Ci(qi(t), q̇i(t))si(t)

= −kisi
(
tik

) + Yi
(
tik

)
�̂i

(
tik

) − Yi(t)�i − Mi(qi(t))q̈ri(t).

Rewrite the above equation into the following vector
formulation:

M(q(t))ṡ(t) + C(q(t), q̇(t))s(t)

= −Ks(tk) + Y(tk)�̂(tk) − Y(t)� − M(q(t))q̈r(t) (10)

where M(q(t)), C(q(t), q̇(t)), Y(tk), and Y(t) and the gain
matrix K represent block-diagonal matrices of Mi(qi(t)),
C(qi(t), q̇i(t)), Yi(tik), Yi(t), and kiIp, respectively. Let �̂(tk),
�, and q̈r(t) denote the column stack vectors of �̂i(tk), �i,
and q̈ri(t), respectively.

By Lemma 1, there exists a vector ξ � [ξ1, . . . , ξn] ∈ R
n

with ξTL = 0, where
∑n

i=1 ξi = 1 and ξi > 0 ∀i = 1, . . . , n.
Define a reference vector as q̄(t) �

∑n
i=1 ξiqi(t) = (ξT ⊗

Ip)q(t), where q(t) is the column stack vector of qi(t). Let
q̃i(t) � qi(t) − q̄(t). Define q̃(t) as the column stack vector of
q̃i(t), i = 1, . . . , n. Note that q̃(t) = q(t) − 1n ⊗ q̄(t). By the
above definition, it can be obtained that

(
L ⊗ Ip

)
q̃(t) = (

L ⊗ Ip
)
(q(t) − 1n ⊗ q̄(t))

= (
L ⊗ Ip

)
q(t) − (L1n ⊗ q̄(t))

= (
L ⊗ Ip

)
q(t)

where the fact that all row sums of the Laplacian matrix equal
to 0 is used, that is, L1n = 0n. By the above equation and (4),
it can be obtained that

s(t) = q̇(t) + (
L ⊗ Ip

)
q(t)

= q̇(t) + (
L ⊗ Ip

)
q̃(t) (11)

where s(t) and q̇(t) are the column stack variables of si(t) and
q̇i(t), i = 1, . . . , n, respectively.

Consider the following Lyapunov candidate:

V(t) = 1

2
sT(t)M(q(t))s(t) + 1

2
�̃T(t)�−1�̃(t)

+ q̃T(t)
(
� ⊗ Ip

)
q̃(t) + 1

2

n∑

i=1

χ2
i (t)

where � is the block-diagonal matrix of �iIp, � follows the
definition in Lemma 2, and �̃(t) is the column stack vector of
the estimate error �̃i(t) which is defined by �̃i(t) = �̂i(t)−�i.
Let V1(t) = (1/2)sT(t)M(q(t))s(t) + (1/2)�̃T(t)�−1�̃(t) +∑n

i=1 χ2
i (t) and V2(t) = q̃T(t)(� ⊗ Ip)q̃(t). Then, the time

derivative of V1(t) along the trajectory of system (10) is

V̇1(t) = 1

2

[
sT(t)Ṁ(q(t))s(t) + 2sT(t)M(q(t))ṡ(t)

]

+ �̃T(t)�−1 ˙̃
�(t) +

n∑

i=1

χ̇i(t)χi(t).

Using (5) and (10), the above equation can be rewritten as
follows:

V̇1(t) = 1

2
sT(t)Ṁ(q(t))s(t) + sT(t)M(q(t))ṡ(t)

− �̃T(t)�−1�YT(t)s(t) +
n∑

i=1

χ̇i(t)χi(t)

= 1

2
sT(t)Ṁ(q(t))s(t) + sT(t)C(q(t), q̇(t))s(t)

− sT(t)Ks(tk) + sT(t)Y(tk)�̂(tk) − sT(t)Y(t)�(t)

− sT(t)M(q(t))q̈r(t) − sT(t)Y(t)�̃(t) +
n∑

i=1

χ̇i(t)χi(t).
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Using the definitions of ei(t), εi(t), and �̃i(t) and the fact
that (1/2)M(q(t))− C(q(t), q̇(t)) is skew-symmetric, it can be
obtained that

V̇1(t) = −sT(t)Ks(tk) + sT(t)Y(tk)�̂(tk) − sT(t)Y(t)�̂(t)

− sT(t)M(q(t))q̈r(t) +
n∑

i=1

χ̇i(t)χi(t)

= −sT(t)Ks(t) − sT(t)Ke(t) + sT(t)ε(t)

− sT(t)M(q(t))q̈r(t) +
n∑

i=1

χ̇i(t)χi(t)

= −sT(t)Ks(t) +
n∑

i=1

sT
i (t)[εi(t) − kiei(t)]

− sT(t)M(q(t))q̈r(t) +
n∑

i=1

χ̇i(t)χi(t) (12)

where e(t) and ε(t) are column stack vectors of ei(t) and εi(t),
respectively. Note that

n∑

i=1

sT
i (t)[εi(t) − kiei(t)] +

n∑

i=1

χ̇i(t)χi(t)

≤
n∑

i=1

{‖si(t)‖[‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖ + βi‖si(t)‖]

+ χ̇i(t)χi(t)}
≤

n∑

i=1

{
‖si(t)‖[‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖]

+βi‖si(t)‖2 + χ̇i(t)χi(t)
}

≤
n∑

i=1

{
βi‖si(t)‖2 + ‖si(t)‖χi(t) − γiχ

2
i (t)

− ωi[‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖]χi(t)
}

≤
n∑

i=1

{
βi‖si(t)‖2 + ‖si(t)‖χi(t) − γiχ

2
i (t)

+ βiωi‖si(t)‖χi(t)
}

≤
n∑

i=1

[
1 + 2βi + βiωi

2
‖si(t)‖2 −

(

γi − 1 + βiωi

2

)

χ2
i (t)

]

(13)

where the third inequality is obtained based on (6) and (7).
Note that it can be inferred from (x − y)2 = x2 − 2xy + y2 ≥ 0
that xy ≤ x2/2 + y2/2, where x and y are scalars. Then, the
last inequality in (13) can be obtained by the fact that

(1 + βiωi)‖si(t)‖χi(t) ≤ (1 + βiωi)

2
‖si(t)‖2

+ (1 + βiωi)

2
χ2

i (t). (14)

Considering the fact that xTPy ≤ ‖x‖‖P‖‖y‖ =
σmax(P)‖x‖‖y‖ and q̈r(t) = −(L ⊗ Ip)q̇(t) = −(L ⊗ Ip)[s(t) −
(L ⊗ Ip)q̃(t)], it has

sT(t)M(q(t))q̈r(t) ≤ km̄‖s(t)‖‖q̈r(t)‖

≤ km̄σ 2
max(L)‖s(t)‖‖q̃(t)‖

+ km̄σmax(L)‖s(t)‖2. (15)

Taking (13) and (15) into (12), it has

V̇1(t) ≤ −kmin‖s(t)‖2 +
n∑

i=1

[

−
(

γi − 1 + βiωi

2

)

χ2
i (t)

+ μi‖si(t)‖2
]

+ km̄σ 2
max(L)‖s(t)‖‖q̃(t)‖

+ km̄σmax(L)‖s(t)‖2

≤ −
[

kmin − max
i=1,...,n

μi − km̄σmax(L)

]

‖s(t)‖2

+ km̄σ 2
max(L)‖s(t)‖‖q̃(t)‖

−
n∑

i=1

(

γi − 1 + βiωi

2

)

χ2
i (t) (16)

where kmin = min{k1, . . . , kn}.
Next, the time derivative of V2(t) along the trajectory of

system (10) is

V̇2(t) = 2q̃T(t)
(
� ⊗ Ip

) ˙̃q(t). (17)

Note that ˙̄q(t) = (ξT⊗Ip)q̇(t) = (ξT⊗Ip)s(t)−(ξTL⊗Ip)q̃(t) =
(ξT ⊗ Ip)s(t). Using the definitions of s(t) and q̃(t), the time
derivative of q̃(t) can be written as

˙̃q(t) = q̇(t) − 1n ⊗ q̇(t)

= q̇(t) − 1n ⊗ [(
ξT ⊗ Ip

)
q̇(t)

]

= s(t) − (
L ⊗ Ip

)
q̃(t) − 1n ⊗ [(

ξT ⊗ Ip
)
s(t)

]
. (18)

Note that
(
� ⊗ Ip

){
s(t) − 1n ⊗ [(

ξT ⊗ Ip
)
s(t)

]}

= (
� ⊗ Ip

){
s(t) − [(

1n ⊗ ξT) ⊗ Ip
]
s(t)

}

= (
� ⊗ Ip

)
s(t) − {[

�
(
1n ⊗ ξT)] ⊗ Ip

}
s(t)

= [(
� − ξξT) ⊗ Ip

]
s(t).

Then, it can be obtained by (17) that

V̇2(t) = 2q̃T(t)
(
� ⊗ Ip

){
s(t) − (

L ⊗ Ip
)
q̃

− 1n ⊗ [(
ξT ⊗ Ip

)
s(t)

]}

= −q̃T(t)
[(

�L + LT�
) ⊗ Ip

]
q̃(t)

+ 2q̃T(t)
[(

� − ξξT) ⊗ Ip
]
s(t). (19)

Let B = �L + LT�. Note that (ξT ⊗ Ip)q̃(t) = (ξT ⊗ Ip)q(t)−
(ξT1n)⊗ q̄(t) = 0p and the communication network associated
with L is strongly connected. It follows from Lemma 2 that:

q̃T(t)
[(

�L + LT�
) ⊗ Ip

]
q̃(t) = q̃T(t)

(
B ⊗ Ip

)
q̃(t)

≤ a(B)‖q̃(t)‖2 (20)

where a(B) follows the same definition in Lemma 2. The
matrix � − ξξT is diagonally dominant and positive semidef-
inite. According to the Gersgorin theorem [29], it can be
obtained that σmax(�−ξξT) ≤ 1/2. Then, it can be concluded
from (19) and (20) that

V̇2(t) ≤ −a(B)‖q̃(t)‖2 + ‖q̃(t)‖‖s(t)‖. (21)
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By (16) and (21), the time derivative of V(t) is

V̇(t) ≤ −
[

kmin − max
i=1,...,n

μi − km̄σmax(L)

]

‖s(t)‖2

− a(B)‖q̃(t)‖2 +
[
km̄σ 2

max(L) + 1
]
‖s(t)‖‖q̃(t)‖

−
n∑

i=1

(

γi − 1 + βiωi

2

)

χ2
i (t).

Using the fact that

[
km̄σ 2

max(L) + 1
]
‖q̃(t)‖‖s(t)‖ ≤

[
km̄σ 2

max(L) + 1
]2

2a(B)
‖s(t)‖2

+ a(B)

2
‖q̃(t)‖2

it can be obtained that

V̇(t) ≤ −
[

kmin − max
i=1,...,n

μi − km̄σmax(L)

]

‖s(t)‖2

− a(B)‖q̃(t)‖2 +
[
km̄σ 2

max(L) + 1
]2

2a(B)
‖s(t)‖2

+ a(B)

2
‖q̃(t)‖2 −

n∑

i=1

(

γi − 1 + βiωi

2

)

χ2
i (t)

≤ −k0‖s(t)‖2 − a(B)

2
‖q̃(t)‖2

−
n∑

i=1

(

γi − 1 + βiωi

2

)

χ2
i (t) (22)

where

k0 = kmin − max
i=1,...,n

μi − km̄σmax(L) −
[
km̄σ 2

max(L) + 1
]2

2a(B)
.

Obviously, k0 is a positive constant and V̇(t) is negative
definite when the control gain ki satisfies condition (9) for
i = 1, . . . , n.

From the fact that V(t) ≥ 0 and V̇(t) ≤ 0, it follows that
s(t), q̃(t) ∈ L∞. From (18), it is obvious that ˙̃q(t) ∈ L∞.
Integrating both sides of (22), it gives

V(0) − V(∞) ≥ k0

∫ ∞

0
‖s(t)‖2dt + a(B)

2

∫ ∞

0
‖q̃(t)‖2dt

+
n∑

i=1

(

γi − 1 + βiωi

2

) ∫ ∞

0
χ2

i (t)dt. (23)

In (23), V(0) − V(∞) is bounded due to V̇(t) ≤ 0, which
implies that the sum of the three terms on the right-hand side
of (23) is bounded. Note that all three terms on the right-hand
side are positive, which implies that any of them including∫ ∞

0 ‖̃q(t)‖2dt has to be bounded when their sum is bounded.
Hence, it can be obtained that q̃(t) ∈ L2. Using Barbalat’s
lemma, it can be concluded that q̃(t) → 0p as t → ∞.
Consider the definition of q̃(t), ‖qi(t) − qj(t)‖ → 0 holds
as t → ∞, which implies that the system can achieve the
leaderless consensus under the designed control law.

B. Zeno Behavior

First, define fi(t) as fi(t) = ‖εi(t)‖+ki‖ei(t)‖ ∀i = 1, . . . , n.
The time derivative of ki‖ei(t)‖ is

d

dt
ki‖ei(t)‖ = d

dt

[

ki
(
eT

i (t)ei(t)
) 1

2

]

= ki
eT

i (t)ėi(t)

‖ei(t)‖
≤ ki

‖ei(t)‖‖ėi(t)‖
‖ei‖ ≤ ki‖ṡi(t)‖ (24)

where the fact that ‖ėi(t)‖ = ‖ṡi(t)‖ is used. From the previous
stability analysis, it can be concluded that si(t), q̇i(t), and �̂i(t)
are bounded ∀i = 1, . . . , n. Then, from the system model (1)
and the controller (5), it gives that q̈i(t) is bounded. It follows
from ṡi(t) = q̈i(t) + (L ⊗ Ip)q̇(t) that ṡi(t) is bounded. Let
Be denote the positive upper bound of ṡi(t). From (24), the
following inequalities hold:

d

dt
ki‖ei(t)‖ ≤ ki‖ṡi(t)‖ ≤ kiBe. (25)

The time derivative of ‖εi(t)‖ is

d

dt
‖εi(t)‖ = d

dt

[
εT

i (t)εi(t)
] 1

2

≤ ki
‖εi(t)‖‖ε̇i(t)‖

‖εi(t)‖ ≤
∥
∥
∥
∥

d

dt
Yi(t)�̂i(t)

∥
∥
∥
∥

≤
∥
∥
∥Ẏi(t)�̂i(t)

∥
∥
∥ +

∥
∥
∥Yi(t)

˙̂
�i(t)

∥
∥
∥. (26)

It can be concluded from (4) that q̇ri(t) is bounded. Then,
by Property 3, Yi(t) is bounded. Using Assumption 1 and
Remark 1, it can be obtained that Ẏi(t) is bounded. Meanwhile,˙̂
�i(t) is bounded according to the controller (5). Hence, it can
be concluded that ‖Ẏi(t)�̂i(t)‖ + ‖Yi(t)

˙̂
�i(t)‖ is bounded by

positive constant Bε . From (26), it gives

d

dt
‖εi(t)‖ ≤ Bε . (27)

Combining (25) and (27), it gives that

ḟi(t) = d

dt
‖εi(t)‖ + d

dt
ki‖ei(t)‖ ≤ Bε + kiBe.

It is obvious that fi(t) ≤ χi(t) is the sufficient condition to
guarantee the trigger condition (7) holds. For any t ∈ [tik, tik+1),
it gives

fi(t) =
∫ t

tik

ḟi(τ )dτ + fi
(
tik

) =
∫ t

tik

ḟi(τ )dτ

≤ (Bε + kiBe)
(
t − tik

)
(28)

where the fact that ei(tik) and ε(tik) are reset to be 0 at any trig-
gering time tik is used. From (8) and (28), a sufficient condition
that makes fi(t) ≤ χi(t) hold is given as follows:

(Bε + kiBe)
(
t − tik

) ≤ χi(0)e−(γi+ωi)t. (29)

Note that the next triggering time tik+1 decided by (29) is
lower than tik+1 decided by (7), which means the Zeno behav-
ior under the condition (7) can be excluded if there is no Zeno
behavior under the condition (29). Define the minimum length
of event intervals between tik+1 and tik as l, then l is the solution
of the following equation:

(Bε + kiBe)l = χi(0)e−(γi+ωi)
(
l+tik

)
. (30)
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Note that the solution of (30) is always strictly positive in a
finite-time interval; hence, the Zeno behavior can be excluded.

Remark 2: Note that γi and ωi determine the decay rate of
the dynamic variable χi(t). Lower γi and ωi can reduce the
decay velocity of χi(t), which may lead to a larger length of
the event interval. Meanwhile, it may have a negative effect on
the system performance because the controller cannot obtain
the latest state information timely. In conclusion, how to tune
γi and ωi is a tradeoff between the event frequency and the
system performance.

In some recent papers [19], [20], another triggering condi-
tion has been proposed for the distributed cooperative control
and its inequality takes the following form:

‖εi(t)‖ + ki‖ei(t)‖ − ηi

2
ki‖si(t)‖ ≤ αie

−ρit (31)

where 0 < ηi < 1, αi, ρi > 0, ‖εi(t)‖, ki, ‖ei(t)‖, and ‖si(t)‖
are defined the same as the ones in this article.

If parameters in (7) are chosen as βi = ηiki/2, ωi = 0,
χi(0) = αi, and γi = ρi, (7) is equivalent to (31). So, (31) can
be seen as a special case of (7) proposed in this article. In fact,
if parameters are chosen as βi = ηiki/2, ωi > 0, and γi +ωi =
ρi, it can be obtained from (8) that χi(t) ≥ αie−ρit, which
implies that the next event trigger time determined by (7) is
larger than the one determined by (31). Hence, although a
thorough analysis to exclude the Zeno behavior as time goes to
infinity is still an open challenge [19], the proposed algorithm
has a better performance in avoiding the Zeno behavior.

IV. DISTRIBUTED CONTAINMENT CONTROL

In this section, the distributed containment control problem
with multiple followers and dynamic leaders is investigated.
Define the follower set and the leader set as VF = {1, . . . , m}
and VL = {m + 1, . . . , n}, respectively.

Design the auxiliary variables for the ith agent as follows:

ˆ̇qri(t) = v̂i −
∑

j∈VL∪VF

aij
(
qi(t) − qj(t)

)

ˆ̈qri(t) = âi −
∑

j∈VL∪VF

aij
(
q̇i(t) − q̇j(t)

)

ŝi(t) = q̇i(t) − ˆ̇qri(t)

= q̇i(t) − v̂i +
∑

j∈VL∪VF

aij
(
qi(t) − qj(t)

)
, i ∈ VF. (32)

Define all followers’ desired generalized coordinate positions
as qd(t) = [qT

d1(t), . . . , qT
dm(t)]T = −(L−1

1 L2 ⊗ Ip)qL(t). Note
that qd(t) is in the convex hull spanned by dynamic leaders.
The variables v̂i(t) and âi(t) in (32) are the ith follower’s esti-
mates of the desired generalized coordinate derivative q̇di(t)
and acceleration q̈di(t), respectively.

The distributed event-triggered containment controller is
proposed as follows:

τi(t) = −kiŝi
(
tik

) + Ŷi
(
tik

)
�̂i

(
tik

)
, t ∈ [

tik, tik+1

)

˙̂vi(t) = −b1sgn

⎡

⎣
∑

j∈VF

aij
(
v̂i − v̂j

) +
∑

j∈VL

aij
(
v̂i − q̇j

)
⎤

⎦

˙̂ai(t) = −b2sgn

⎡

⎣
∑

j∈VF

aij
(
âi − âj

) +
∑

j∈VL

aij
(
âi − q̈j

)
⎤

⎦

˙̂
�i(t) = −�iŶ

T
i (t)ŝi(t), i ∈ VF (33)

where �i and tik are designed as the ones in (5), and b1
and b2 are positive constants which are defined later. The
regression matrix Ŷi(tik) is defined as the abbreviation of
Y(qi(tik), q̇i(tik), 0, ˆ̇qri(tik)). The estimator variables v̂i and âi

satisfy the following lemma.
Lemma 4 [30]: Assume that Assumption 2 holds. If b1 >

‖q̈d(t)‖, there must exist a positive constant T1 such that
‖v̂i(t) − q̇di(t)‖ = 0 ∀i ∈ VF , when t > T1. If b2 >

‖...
q d(t)‖, there must exist a positive constant T2 such that

‖âi(t) − q̈di(t)‖ = 0 ∀i ∈ VF , when t > T2.
The measurement errors ei(t) and εi(t) can be defined by

ei(t) = si
(
tik

) − si(t)

εi(t) = Yi
(
tik

)
�̂i

(
tik

) − Yi(t)�̂i(t), i ∈ VF.

Design the dynamic internal variable χi(t) of the ith agent,
which takes the following form:

χ̇i(t) = −γiχi(t) − ωi[‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖] (34)

where γi and ωi are defined as the ones in (6), which satisfy the
conditions that γi > 0, ωi ≥ 0 and γi − (1 + βiωi)/2 ≥ 0 ∀i ∈
VF . The inequality of the triggering condition is proposed as

‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖ ≤ χi(t), i ∈ VF. (35)

Theorem 2: Using the trigger condition (35) and the
controller (33) with parameters satisfying the following
conditions:

ki > max
i∈VF

μi + km̄σmax(L) +
[
km̄σ 2

max(L) + 1
]2

2a(B)

b1 > ‖q̈d(t)‖, b2 >
∥
∥...

q d(t)
∥
∥ ∀i = 1, . . . , n

where μi follows the same definition in (9), the system (1)
can achieve the containment and exclude the Zeno behavior
in a finite-time interval when Assumption 2 holds.

Proof: When t < max{T1, T2} where T1 and T2 are
defined in Lemma 4, it can be obtained from (33) that
v̂i(t) and âi(t) are bounded for finite initial values v̂i(0) and
âi(0) ∀i ∈ VF . Furthermore, from (32), it can be concluded
that ŝi(t), q̂ri(t) and q̂ri(t) are bounded for bounded states qi(t)
and q̇i(t) ∀i ∈ VF . According to Property 3, Ŷ(tik) is bounded
for bounded states qi(t) and q̇i(t) ∀i ∈ VF . Then, �̂(t) is
also bounded for finite initial value �̂(0). According to (32),
τi(t) is bounded. Then, from the system dynamics (1), q̈i(t) is
bounded. Finally, it can be concluded that the state variables
qi(t) and q̇i(t) remain bounded for finite initial values qi(0)

and q̇i(0) ∀i ∈ VF , t < max{T1, T2}.
Then, define

q̇ri(t) = q̇di −
∑

j∈VL∪VF

aij
(
qi(t) − qj(t)

)

si(t) = q̇i(t) − q̇ri(t)

= q̇i(t) − q̇di +
∑

j∈VL∪VF

aij
(
qi(t) − qj(t)

)
. (36)
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According to Lemma 4, when t ≥ max{T1, T2}, v̂i(t) = q̇di(t)
and âi(t) = q̈di(t) hold. Hence, it can be obtained that ˆ̇qri(t) =
q̇ri(t), ˆ̈qri(t) = q̈ri(t) and ŝi(t) = si(t). Taking (33) into (1)
and using the above equalities, the system dynamics when
t ≥ max{T1, T2} can be written as follows:

M(qF(t))ṡF(t) + C(qF(t), q̇F(t))sF(t)

= −KFsF(tk) + YF(tk)�̂F(tk) − YF(t)�F(t)

− M(qF(t))q̈r(t) (37)

where M(qF(t)), C(qF(t), q̇F(t)), YF(tk), and YF(t) and the
gain matrix KF represent block-diagonal matrices of Mi(qi(t)),
C(qi(t), q̇i(t)), Yi(tik), Yi(t), and kiIp, respectively. Let �̂F(tk),
�F(t), sF(t), qF(t), and q̈r(t) denote the column stack vectors
of �̂i(tk), �i(t), si(t), qi(t), and q̈ri(t) ∀i ∈ VF , respectively.

Rewrite (32) into the vector form as follows:

q̇r(t) = −(
L1 ⊗ Ip

)
qF(t) − (

L2 ⊗ Ip
)
qL(t). (38)

Defining q̄F(t) = qF(t) + (L−1
1 L2 ⊗ Ip)qL(t), then it has

˙̄qF(t) = q̇F(t) +
(

L−1
1 L2 ⊗ Ip

)
q̇L(t)

= sF(t) − (
L1 ⊗ Ip

)
q̄F(t) +

(
L−1

1 L2 ⊗ Ip

)
q̇L(t). (39)

From (38), the time derivative of q̇r(t) can be obtained that

q̈r(t) = −(
L1 ⊗ Ip

)
q̇F(t) − (

L2 ⊗ Ip
)
q̇L(t)

= −(
L1 ⊗ Ip

)[
sF(t) − (

L1 ⊗ Ip
)
q̄F(t)

]

− (
L2 ⊗ Ip

)
q̇L(t). (40)

When t ≥ max{T1, T2}, constitute a Lyapunov candidate as
follows:

V(t) = 1

2
sT

F(t)M(q(t))sF(t) + 1

2
�̃T(t)�−1�̃(t)

+ q̄T
F(t)

(
D ⊗ Ip

)
q̄F(t) + 1

2

n∑

i=1

χ2
i (t). (41)

The time derivative of V(t) along the trajectory of
system (37) is

V̇(t) = sT
F(t)M(q(t))ṡF(t) + 1

2
sT

F(t)Ṁ(q(t))sF(t)

+ 1

2
�̃T(t)�−1 ˙̃

�(t) +
n∑

i=1

χ̇i(t)χi(t)

+ q̄T
F(t)

(
D ⊗ Ip

) ˙̄qF(t) + ˙̄qT
F(t)

(
D ⊗ Ip

)
q̄F(t). (42)

Note that

q̄T
F(t)

(
D ⊗ Ip

) ˙̄qF(t) + ˙̄qT
F(t)

(
D ⊗ Ip

)
q̄F(t)

≤ q̄T
F(t)

(
D ⊗ Ip

)[
sF(t) − (

L1 ⊗ Ip
)
q̄F(t)

+
(

L−1
1 L2 ⊗ Ip

)
q̇L(t)

]

+
[
sF(t) − (

L1 ⊗ Ip
)
q̄F(t)

+
(

L−1
1 L2 ⊗ Ip

)
q̇L(t)

]T(
D ⊗ Ip

)
q̄F(t)

≤ 2q̄T
F(t)

(
D ⊗ Ip

)
sF(t) − q̄T

F(t)
[(

DL1 + LT
1 D

) ⊗ Ip
]
q̄F(t)

+ 2q̄T
F(t)

(
DL−1

1 L2 ⊗ Ip

)
q̇L(t)

≤ 2dmax‖q̄F(t)‖‖sF(t)‖ − λmin(Q)‖q̄F(t)‖2

+ 2σmax

(
DL−1

1 L2

)
‖q̄F(t)‖‖q̇L(t)‖ (43)

where dmax = max{d1, . . . , dn} and Q = DL1 + LT
1 D.

The second inequality in (43) is obtained by using (39).
Substituting (43) into (42) gives

V̇(t) ≤ sT
F(t)M(q(t))ṡF(t) + 1

2
sT

F(t)Ṁ(q(t))sF(t)

+ 1

2
�̃T(t)�−1 ˙̃

�(t) +
∑

i∈VF

χ̇i(t)χi(t)

+ 2dmax‖q̄F(t)‖‖sF(t)‖ − λmin(Q)‖q̄F(t)‖2

+ 2σmax

(
DL−1

1 L2

)
‖q̄F(t)‖‖q̇L(t)‖

≤ −sT
F(t)KFsF(t) − sT

F(t)KFeF(t) + sT
F(t)εF(t)

− sT
F(t)M(qF(t))q̈r(t) +

∑

i∈VF

χ̇i(t)χi(t)

+ 2dmax‖q̄F(t)‖‖sF(t)‖ − λmin(Q)‖q̄F(t)‖2

+ 2σmax

(
DL−1

1 L2

)
‖q̄F(t)‖‖q̇L(t)‖. (44)

Using (40), it can be obtained that

−sT
F(t)M(qF(t))q̈r(t)

≤ sT
F(t)M(qF(t))

(
L1 ⊗ Ip

)[
sF(t) − (

L1 ⊗ Ip
)
q̄F(t)

]

+ sT
F(t)M(qF(t))

(
L2 ⊗ Ip

)
q̇L(t)

≤ km̄σmax(L1)‖sF(t)‖2 + km̄σ 2
max(L1)‖sF(t)‖‖q̄F(t)‖

+ km̄σ 2
max(L2)‖sF(t)‖‖q̇L(t)‖. (45)

Note that

−sT
F(t)KFeF(t) + sT

F(t)εF(t) +
n∑

i=1

χ̇i(t)χi(t)

≤
∑

i∈VF

{‖si(t)‖[‖εi(t)‖ + ki‖ei(t)‖ − βi‖si(t)‖ + βi‖si(t)‖]

− γiχ
2
i (t) − ωi[‖εi(t)‖ + ki‖ei(t)‖

− βi‖si(t)‖]χi(t)}
≤

∑

i∈VF

[
βi‖si(t)‖2 + ‖si(t)‖χi(t) − γiχ

2
i (t)

+ ωiβi‖si(t)‖χi(t)
]

≤
∑

i∈VF

[

βi‖si(t)‖2 + 1 + ωiβi

2
‖si(t)‖2 + 1 + ωiβi

2
χ2

i (t)

− γiχ
2
i (t)

]

≤ max
i∈VF

μi‖sF(t)‖2 −
∑

i∈VF

(

γi − 1 + ωiβi

2

)

χ2
i (t) (46)

where the first inequality is obtained by (34) and the third
inequality is obtained by (14). Taking (45) and (46) into (44)
gives

V̇(t) ≤ −sT
F(t)KFsF(t) + max

i∈VF

μi‖sF(t)‖2

−
∑

i∈VF

(

γi − 1 + ωiβi

2

)

χ2
i (t)
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+ km̄σmax(L1)‖sF(t)‖2 − λmin(Q)‖q̄F(t)‖2

+
[
km̄σ 2

max(L1) + 2dmax

]
‖q̄F(t)‖‖sF(t)‖

+ 2σmax

(
DL−1

1 L2

)
‖q̄F(t)‖‖q̇L(t)‖

+ km̄σ 2
max(L2)‖sF(t)‖‖q̇L(t)‖

≤ −
[

kmin − max
i∈VF

μi − km̄σmax(L1)

]

‖sF(t)‖2

−
∑

i∈VF

(

γi − 1 + ωiβi

2

)

χ2
i (t)

− λmin(Q)‖q̄F(t)‖2 + λmin(Q)

2
‖q̄F(t)‖2

+
[
km̄σ 2

max(L1) + 2dmax
]2

2λmin(Q)
‖sF(t)‖2

+ λmin(Q)

4
‖q̄F(t)‖2 +

4σ 2
max

(
DL−1

1 L2

)

λmin(Q)
‖q̇L(t)‖2

+ ‖sF(t)‖2 + k2
m̄σ 4

max(L2)

4
‖q̇L(t)‖2

≤ −k0‖sF(t)‖2 − λmin(Q)

4
‖q̄F(t)‖2 + ω1‖q̇L(t)‖2

−
∑

i∈VF

(

γi − 1 + ωiβi

2

)

χ2
i (t) (47)

where the fact that
[
km̄σ 2

max(L1) + 2dmax

]
‖q̄F(t)‖‖sF(t)‖

≤
[
km̄σ 2

max(L1) + 2dmax
]2

2λmin(Q)
‖sF(t)‖2 + λmin(Q)

2
‖q̄F(t)‖2

2σmax

(
DL−1

1 L2

)
‖q̄F(t)‖‖q̇L(t)‖

≤ λmin(Q)

4
‖q̄F(t)‖2 +

4σ 2
max

(
DL−1

1 L2

)

λmin(Q)
‖q̇L(t)‖2

km̄σ 2
max(L2)‖sF(t)‖‖q̇L(t)‖

≤ ‖sF(t)‖2 + k2
m̄σ 4

max(L2)

4
‖q̇L(t)‖2

is used to obtain the second inequality. The constants k0 and
ω1 satisfy

k0 = kmin − max
i∈VF

μi − km̄σmax(L1)

−
[
km̄σ 2

max(L1) + 2dmax
]2

2λmin(Q)
− 1

ω1 = k2
m̄σ 4

max(L2)

4
+

4σ 2
max

(
DL−1

1 L2

)

λmin(Q)
.

By integrating both sides of the last inequality of (47), it can
be obtained that

V(t) − V(0) ≤ −k0

∫ ∞

0
‖sF(t)‖2dt + ω1

∫ ∞

0
q̇L(t)

− λmin(Q)

2

∫ ∞

0
‖q̃F(t)‖2dt

−
n∑

i=1

(

γi + ωi − 1

2

) ∫ ∞

0
χi(t)dt. (48)

Fig. 1. Interaction graph of UR5 robots in the leaderless consensus case.

Fig. 2. Angle trajectories of UR5 robots using (5) and (7) in the leaderless
consensus case.

From Assumption 3, q̇L(t) ∈ L2. Hence, the last term on
the right-hand side of (48) is bounded, which means that
V(t) is upper bounded. Then, it can be obtained from (41)
that sF(t), q̄F(t) ∈ L∞. From (39), it can be concluded that
q̄F(t) ∈ L2. Then, using Barbalat’s lemma, it can be obtained
that q̄F(t) → 0p as t → ∞, which implies that qF(t) →
−(L−1

1 L2 ⊗ Ip)qL(t). According to Lemma 3, each element of
the matrix −L−1

1 L2 is non-negative and the all row sums of
−L−1

1 L2 equal to one, which implies that −(L−1
1 L2 ⊗ Ip)qL(t)

is within the convex hull spanned by the dynamic leaders.
Therefore, dis(qi(t), Co(qL(t))) → 0 as t → ∞.

The Zeno behavior analysis is the same as the one in the
proof of Theorem 1.

V. SIMULATION RESULTS

In this section, simulations regarding the leaderless consen-
sus and the containment based on UR5 robots of V-rep are
presented to show the effectiveness of the proposed control
algorithm. The consensus controller runs in the joint space
while the containment controller runs in the end-effector space.

In the leaderless consensus case, consider the MASs with
four UR5 robot of V-rep described by the form of Euler–
Lagrange dynamics (1). For each robot, the controller’s param-
eters of (5) are ki = 5.0 and �i = 0.5. The parameters
of the triggering condition (7) are γi = 1.0, βi = 1.8,
ωi = 0.1, and χi(0) = 5. The initial angles of four
robots are [−1.0, 1.5]T rad, [0.0, 1.0]T rad, [1.5, 0.5]T rad,
and [−1.0,−1.0]T rad, respectively. The initial angle veloc-
ities of four robots are, respectively, [1.25, 0.3]T rad/s,
[−0.25, 0.75]T rad/s, [−1.5, 0.5]T rad/s, and [0.2, 0.3]T rad/s.
The interaction graph is given in Fig. 1, which is strongly
connected and contains a directed spanning tree.

Fig. 2 shows the angle trajectories of the robots. Fig. 3
shows the event occurrence instants of the robots. Snapshots
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TABLE I
CONSENSUS CASE: COMPARISON RESULTS OF THE AVERAGE LENGTHS OF EVENT INTERVALS BASED ON 20 GROUPS OF INITIAL ANGLE

POSITIONS UNDER THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

TABLE II
CONSENSUS CASE: COMPARISON RESULTS OF THE MINIMUM LENGTHS OF EVENT INTERVALS BASED ON 20 GROUPS OF INITIAL ANGLE

POSITIONS UNDER THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

TABLE III
CONSENSUS CASE: COMPARISON RESULTS OF THE STANDARD DEVIATIONS OF ANGLE POSITIONS AT THE STEADY STATE BASED ON 20 GROUPS OF

INITIAL ANGLE POSITIONS UNDER THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

TABLE IV
CONSENSUS CASE: COMPARISON RESULTS OF THE CONVERGENCE TIME BASED ON 20 GROUPS OF INITIAL ANGLE POSITIONS UNDER

THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

Fig. 3. Event occurrence instants during the time interval [0, 2.5] using (5)
and (7) in the leaderless consensus case.

during the leaderless consensus tasks are shown in Fig. 4. The
numerical solution of the minimum length of event intervals
l in (30) is 0.0045 s. From simulation results, the designed
controller (5) with the event-triggered condition (7) achieve
the consensus of MASs without the Zeno behavior.

In the comparison simulation, this article employs the event-
triggered method proposed in [19] and [20] to achieve the

leaderless consensus under the same simulation environment.
The event-triggered condition (31) is employed to determine
the event-triggered time sequence {tik}k∈N, and the distributed
controller takes the form of (5). The controller parameters
and the initial angle velocities are also set as the same as
the ones chosen before. The parameters of the triggering con-
dition are ρi = 1.1, ηi = 0.72, and αi = 5. The 20 groups of
initial angle positions are generated by the Monte Carlo sam-
pling method. The average lengths of event intervals under
all initial values are calculated to evaluate the communica-
tion resource usage. To verify that the proposed method has
a better performance in avoiding the Zeno behavior, the mini-
mum lengths of event intervals are employed to show whether
the Zeno behavior occurs. The standard derivations of angle
positions at the steady state and the average time of achieving
the consensus are employed to evaluate the steady-state control
performance. The comparison results are listed in Tables I–IV.

In Table I, the abbreviation ave_len_i denotes the aver-
age length of event intervals under the ith group. Table I
indicates that the proposed event-triggered method provides
an increase (4.46 ± 3.36%) of the average length of event
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Fig. 4. Snapshots of four UR5 robots using (5) and (7) in the consensus case.

Fig. 5. Interaction graph of UR5 robots in the containment case.

intervals compared to the one of the existing methods, which
leads to a lower usage of the communication resource. The
minimum lengths of event intervals denoted by min_len_i are
shown in Table II. Note that the minimum length of event
intervals of the 17th group under the existing methods equals
to the MATLAB simulations’ fixed-time step size of 0.0001 s,
and the one under the proposed method is 0.004 s. This
result indicates that the proposed method avoids the Zeno
behavior while the Zeno behavior may occur under the exist-
ing methods. In Table III, the abbreviation sd_pos_i denotes
the standard derivation of angle positions at the steady state
under the ith group. Table III indicates that the average stan-
dard deviations at the steady state under the two methods
are 0.00706 and 0.00712 rad, respectively. In Table IV, the
abbreviation conv_time_i denotes the average time of achiev-
ing the consensus under the ith group. Table IV shows that the
average time of achieving the consensus under the proposed
method is 4.2215 s while it under the existing method is
4.1766 s. Hence, it can be concluded that the proposed algo-
rithm reduces the communication resource usage and has
a better performance in avoiding the Zeno behavior with-
out affecting the time of achieving the consensus and the
steady-state control performance.

In the containment case, the MAS consists of four vir-
tual leaders and four UR5 robots as the followers. The
interaction graph of the MAS is given in Fig. 5 which satisfies
Assumption 2. The initial positions of all followers’ end-
effectors are [−0.5, 0.7]T m, [−0.7, 0.5]T m, [0.7, 0.5]T m,
and [0.6, 0.3]T m, respectively. The followers’ initial velocities
are [0.75,−0.5]T m/s, [−1.25, 1.0]T m/s, [−0.5, 0.75]T m/s,

Fig. 6. Snapshots of four UR5 Robots using (33) and (35) in the containment
case under stationary leaders.

Fig. 7. y − z plane movement trajectories using (33) and (35) in the
containment case under dynamic leaders.

and [1.0, 0.5]T m/s, respectively. The controller parameters
of (33) are ki = 4.8, b1 = 0.4, b2 = 0.4, and �i = 0.5.
The parameters of the triggering condition (35) are γi = 0.7,
βi = 2.0, ωi = 0.1, and χi(0) = 4.

First, a simulation is given to verify the proposed algorithm
under stationary leaders. The stationary leaders’ initial posi-
tions are [ − 0.2, 0.6]T m, [0.2, 0.6]T m, [ − 0.2, 0.4]T m, and
[0.2, 0.4]T m, respectively. In Fig. 6, the snapshots of UR5
robots are shown. It is obvious that the end effectors of four
UR5 robots move into the task space spanned by leaders.

Second, a simulation is given to verify the proposed algorithm
under dynamic leaders. The dynamic leaders’ initial positions
are set as the same as the ones of stationary leaders. The
dynamic leaders’ velocities are [0.2, 0.3 cos(t)]T m/s. In Fig. 7,
the motion trajectories of UR5 robots are shown. Fig. 8 displays
the event occurrence instants of UR5 robots. The numerical
solution of the minimum length of event intervals l in (30)
is 0.0055 s. The results indicate that the robots achieve the
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TABLE V
CONTAINMENT CASE OF DYNAMIC LEADERS: COMPARISON RESULTS OF THE AVERAGE LENGTHS OF EVENT INTERVALS BASED ON 20 GROUPS OF

INITIAL ANGLE POSITIONS UNDER THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

TABLE VI
CONTAINMENT CASE OF DYNAMIC LEADERS: COMPARISON RESULTS OF THE TIME OF ACHIEVING THE CONTAINMENT BASED ON 20 GROUPS OF

INITIAL ANGLE POSITIONS UNDER THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

TABLE VII
CONTAINMENT CASE OF ONE DYNAMIC LEADER: COMPARISON RESULTS OF THE RMSES AT THE STEADY STATE BASED ON 20 GROUPS OF INITIAL

ANGLE POSITIONS UNDER THE METHOD PROPOSED IN THIS ARTICLE AND THE METHODS PROPOSED IN [19] AND [20]

Fig. 8. Event occurrence instants during the time interval [0, 2.5] using (33)
and (35) in the containment case under dynamic leaders.

containment, and the Zeno behavior is avoided. To verify the
advantages of the proposed algorithm in the containment case,
this article compares the length of event intervals and the time
of achieving the containment between the proposed method
and the methods proposed in [19] and [20]. The simulation
results are shown in Tables V and VI. Table V shows that 17/20
simulations under the proposed method have a longer length
of event intervals compared to the one of the existing methods
proposed in [22] and [23]. Table VI indicates that the average
time of achieving the containment under the proposed method
is 4.7380 s while the corresponding time under the existing
methods is 4.7685 s. In conclusion, the proposed method reduces
the communication resource usage in the containment case, and
the time of achieving the containment is not affected.

The above comparison only considers the time of achiev-
ing the containment, however, whether the steady-state control
performance is affected is not taken into account. Note that
the standard deviations at the steady state in the consensus
case cannot be used as an index to evaluate the containment
problem. Hence, this article provides a simulation with only
one dynamic leader and four followers, and the root mean-
squared error (RMSE) at the steady state between the leader
and the followers are employed to indicate the steady-state
control performance in the containment case. The weighted
adjacency matrix associated with the communication graph of
the MASs is

A =

⎡

⎢
⎢
⎣

0 1 0 0 1
0 0 1 0 1
0 1 0 0 1
0 0 1 0 1

⎤

⎥
⎥
⎦.

The comparison results are shown in Table VII. The average
RMSEs at the steady state under two methods are 0.0110 and
0.0109 m, respectively, which means that the proposed method
has similar RMSEs at the steady state as the one of the existing
methods. Hence, the proposed algorithm does not affect the
steady-state control performance either.

VI. CONCLUSION

This article studied the distributed event-triggered control
of networked Euler–Lagrange systems with parameter uncer-
tainties. The event-triggered time sequence was determined by
a novel dynamic event-triggered method, and the Zeno behav-
ior was excluded by the theoretical analysis. The proposed
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method can lead to a longer average length of event intervals.
Hence, the usage of the communication resource can be fur-
ther reduced. By the Lyapunov stability analysis, sufficient
conditions were obtained to guarantee the performance of
the MASs. Finally, simulations verified that the proposed
controllers achieve the control objectives: the leaderless con-
sensus and the leader-following containment. The comparison
results showed that the proposed method prolongs the lengths
of event intervals while the time of achieving the con-
sensus/containment and the steady-state control performance
are not affected. In future work, the authors are going
to further consider the self-triggering control problem for
Euler–Lagrange MASs to avoid the continuous communication
among the agents.
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