IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 28, NO. 2, FEBRUARY 2022

1363

Parallel Computation of 3D Clipped
Voronoi Diagrams

Xiaohan Liu, Lei Ma"™, Jianwei Guo*’, and Dong-Ming Yan

Abstract—Computing the Voronoi diagram of a given set of points in a restricted domain (e.g., inside a 2D polygon, on a 3D surface,
or within a volume) has many applications. Although existing algorithms can compute 2D and surface Voronoi diagrams in parallel on
graphics hardware, computing clipped Voronoi diagrams within volumes remains a challenge. This article proposes an efficient GPU
algorithm to tackle this problem. A preprocessing step discretizes the input volume into a tetrahedral mesh. Then, unlike existing
approaches which use the bisecting planes of the Voronoi cells to clip the tetrahedra, we use the four planes of each tetrahedron to clip
the Voronoi cells. This strategy drastically simplifies the computation, and as a result, it outperforms state-of-the-art CPU methods up to

an order of magnitude.

Index Terms—Parallel algorithm, Voronoi diagram, clipping

1 INTRODUCTION

ORONOI diagrams of a given set of points (also called sites
Vor generators) commonly appear in natural environments
and man-made structures, and are widely applied in many
fields such as engineering, architecture, urban planning, and
geography. In past decades, Voronoi diagrams have been
extensively used in computer graphics. Since ordinary Voro-
noi diagrams have unbounded cells corresponding to the
generators on the convex hull of its dual Delaunay triangula-
tion [1], one always needs to restrict the Voronoi diagram to
a finite domain in practice [2], i.e., to clip the ordinary Voro-
noi diagram by the domain boundary [3], [4]. Fig. 1 shows
several examples of clipped Voronoi diagrams in 2D poly-
gons and 3D surfaces and volumes.

In detail: given a set of Voronoi sites in a compact domain
in R?, the Voronoi cell for a site contains the space in R?
closer to that site than to any other site. Voronoi cells of sites
on the convex hull are unbounded, and some interior cells
may be partly outside the domain. In practice, such cells
always need further treatment because only the parts of Vor-
onoi cells inside the given domain are useful. Therefore, we
refer to the restriction of the Voronoi diagram to the given
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domain as the clipped Voronoi diagram,; it is the intersection
of the Voronoi diagram and the input domain.

There are efficient algorithms for computing unrestricted
Voronoi diagrams [5], and moreover, GPU implementations
also exist [6], [7]. However, computing clipped Voronoi dia-
grams in 3D is time consuming, because it requires fre-
quently computing the intersection between Voronoi cells
and the domain. Therefore, many works have targeted
improving the computational efficiency of clipped Voronoi
diagrams in 3D and related applications. Rong et al. [8] com-
pute surface Voronoi diagrams via geometry image parame-
terization, and use the jump flooding algorithm [6] for the 2D
Voronoi diagram computation. Han et al. [9] compute
restricted Voronoi diagrams on surface meshes by perform-
ing polygon clipping on the GPU. Leung et al. [10] compute
approximate restricted Voronoi diagrams by discretizing the
input surface into voxels and computing an exact euclidean
distance transform on the GPU. Ray et al. [7] compute large
scale Voronoi diagrams on the GPU by storing the dual form
of a Voronoi cell using a simple triangle mesh, which can be
easily updated and computed in each cell in parallel. How-
ever, this method can only compute 3D Voronoi diagrams
without handling the domain boundary, which is the bottle-
neck in computing clipped Voronoi diagrams.

This study investigates new methods for improving the
efficiency of computing 3D clipped Voronoi diagrams. Our
approach uses a preprocessing step which discretizes the
input volume into a tetrahedral mesh, and is based on two
key observations. First, in various practical applications, the
tetrahedra (fets for short) and Voronoi cells have a high corre-
lation in local space, especially when |7 (i.e., the number of
tets) is close to |X| (i.e., the number of Voronoi sites). This
observation can be used to advantage in a k-nearest neighbors
(k-NN) search strategy [11]. Second, the intersection of a tet
with a Voronoi cell can be calculated independently of other
tets and cells. Unlike the approaches in [2] and [12] that use
bisecting planes of Voronoi cells to clip tets, in our approach,
each precomputed cell is clipped by the four planes of each of
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Fig. 1. Left to right: Clipped Voronoi diagrams in 2D polygons, on 3D sur-
faces and in volumes in natural environments (top) and man-made struc-
tures and designs (bottom).

its neighboring tets. This approach reduces the computational
cost significantly. Based on these observations, we present a
practical algorithm making best use of the multicore, parallel
computing capabilities of modern GPUs. Our parallel GPU
implementation is approximately an order of magnitude
faster than state-of-the-art implementations. The main contri-
butions of this study are thus:

e an efficient tet-Voronoi cell nearest pairing algorithm
based on an independent and efficient tet-Voronoi cell
clipping technique, significantly reducing computa-
tional cost,

e alinear multi-barycenter update mechanism based on
the atomicAdd operation, allowing our completely par-
allel algorithm to make full use of modern GPUs, and

e a heuristic strategy to chose k in k-nearest search,
demonstrated to be robust in examples of construct-
ing clipped Voronoi cells.

2 RELATED WORK

Various efficient algorithms for computing Voronoi dia-
grams and Delaunay triangulations have been developed
over past decades. Several robust industrial-quality libraries
are widely used, such as CGAL [13], Qhull [14], and Geo-
gram [15]. We refer the readers to [1], [5], [16] for a survey
of Voronoi diagrams and their applications. This section
focuses on work related to efficient computation of Voronoi
diagrams in restricted domains.

2.1 Restricted Voronoi Diagrams on Surfaces

In various applications, if the number of sites is sufficient, the
restricted Voronoi diagram (RVD) [17] under euclidean dis-
tance is a good approximation to the geodesic Voronoi diagram
(GVD) [18]; the RVD is defined as the intersection of the 3D
Voronoi diagram and the mesh surface. Yan ef al. [2] propose
an efficient method for exact computation of the RVD, which
requires building the 3D Voronoi diagram and a kd-tree for
efficient neighbor search. Later, Lévy and Bonneel [19]
improved existing RVD algorithms by removing the require-
ment for 3D Voronoi diagrams, and only a kd-tree is used to
dynamically construct Voronoi cells by nearest neighbor
propagation. Yan et al. [20] further improved the robustness
of RVD algorithms by computing a localized version of
restricted Voronoi diagrams (LRVDs), which does not
require the kd-tree construction. To make RVD algorithms
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faster for real-time applications, several GPU implementa-
tions have been proposed [8], [9], [21].

2.2 Clipped Voronoi Diagram in Volumes

If the input domain is a closed volume, the Voronoi diagram
confined to the volume is called a clipped Voronoi diagram
[22]. The clipped Voronoi diagram is the intersection of the
3D Voronoi diagram and the input domain. Yan et al. [4]
first proposed an efficient algorithm to compute the clipped
Voronoi diagram of a given set of sites with respect to a
compact 2D region or volume. It first tessellates the volume
into a tetrahedral mesh. Then, clipped Voronoi cells are
computed for those sites whose Voronoi cells intersect the
domain boundary. The cells inside the domain do not need
to be recomputed, as they are the same as the original Voro-
noi cells. Because of the robustness of this algorithm, it has
been implemented in Geogram [15] as a standard open
source tool. Simultaneously, Lévy and Liu [3] proposed
another algorithm based on explicitly constructing walls of
boundary cells. However, such approaches lack robustness
in degenerate cases. Moreover, the above methods are still
CPU-based and fail to fully exploit the parallel nature of
cell-tet intersection. Here, we propose the first GPU parallel
algorithm to tackle this problem.

To fully exploit the computational power of modern
graphics hardware, various fundamental geometric algo-
rithms have been devised for GPUs, such as building kd-
trees [23], and computing convex hulls [24], Delaunay trian-
gulations [25], and Voronoi diagrams [6], [26]. Rong et al. [8]
propose a GPU algorithm to compute surface Voronoi dia-
grams in parametric space using geometry images. In partic-
ular, they extend the centroidal Voronoi tessellation (CVT)
energy function from euclidean space to spherical and
hyperbolic spaces in [27], and propose a parallel version in
[28]. Ray et al. [7] present an algorithm for computing large
scale Voronoi diagrams on GPUs. The key idea is to store the
dual form of a Voronoi cell using a simple triangle mesh,
which can be easily updated and computed in each cell in
parallel. We utilize this algorithm for Voronoi cell construc-
tion as the first step of our method. We also extend our previ-
ous abstract [29] and propose algorithms for cell clipping
and a heuristic strategy for choosing % in the k&-NN search, a
key parameter of the proposed algorithm.

3 PRELIMINARIES

We first briefly review basic definitions of the Voronoi dia-
gram, the clipped Voronoi diagram, and the CVT.

3.1 Voronoi Diagrams

Given a set of sites X = {x;};_, in 3D, the Voronoi diagram
Q(X) is a collection of Voronoi cells Q(X;) (€); for short), i.e.,
Q(X) = {Q;}_,. The Voronoi cell of x; is defined by

i = {x e R*|d(x,x;) < d(x,x;),¥j}, M
where d(-, -) denotes euclidean distance.
3.2 Clipped Voronoi Diagrams

Given a connected compact domain M in 3D, the clipped
Voronoi diagram for the sites X with respect to M is defined
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as the intersection between the ordinary Voronoi diagram
Q(X) and the domain M. It is denoted Q|,, = {Q] \,}i;,
where

Qt‘./\/l = {X € M|d(X,Xi) S d(X,Xj),Vj}. (2)
In the above definition, €);|,, is a clipped Voronoi cell with

respect to M, and is the intersection of the Voronoi cell €;
and the domain M: Q;],, = ; N M.

33 CVT

If the site of each Voronoi cell coincides with its centroid, then
the resulting Voronoi diagram is called a centroidal Voronoi tes-
sellation. Starting with an initial set of sites, the CVT can be
obtained by minimizing the following energy function [30]:

0= [ sl ®

where p(x) > 0 is a user-defined density function over the
input domain. In particular, the CVT is uniform when p is a
constant.

4 ALGORITHM OVERVIEW

We now present an efficient algorithm to compute the
clipped Voronoi diagram with respect to the input 3D
domain M. To simplify the computation, we first discretize
the input volumetric domain into a tetrahedral mesh.

Our algorithm takes a set of sites X and a tetrahedral
mesh M = {V, 7} as input, where V = {v;}!’; is the set of
mesh vertices and 7 = {t;};", is the set of tetrahedral ele-
ments. Each tet t; is represented by four ordered vertices,
with indices 0, 1, 2, and 3. Any combination of three vertices
forms a triangular face of the tet; its index is that of the ver-
tex opposite the face. The algorithm consists of the follow-
ing two steps, discussed in detail in the next two sections:

e Compute the indices of the k nearest sites to each site

and tet.

e Compute intersections between Voronoi cells and

the input tetrahedral mesh.

We consider and compare two alternative strategies to
obtain the intersection volume in the second step: (i) first,
compute ordinary Voronoi cells, then clip each cell by the
half-spaces defined by the faces of tets so that the part of the
cell inside each tet can be obtained, or (ii), following previ-
ous approaches, tets are used as initial volumes, and are
clipped by half-spaces bounded by the bisectors of a site
and its k nearest sites.

5 k-NN

Our approach is based on k-nearest-neighbor search. Several
efficient CPU and GPU implementations are available. To
avoid frequent data transmission between the CPU and GPU,
we prefer to perform all computations on the GPU. As our
data are in 3D, a grid-based strategy [31] is normally used for
computing the k-NN of each site. However, this strategy
does not work well for a small number of sites (i.e., fewer
than about 14k) and is unable to handle queries from points
not in the input point set. Therefore, for fewer than than 14k
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sites, we use a simple brute-force strategy [11], [32] instead.
Thanks to the highly parallel architecture of GPUs, this brute
force strategy can achieve comparable performance to the
grid-based strategy in the context of our algorithm.

5.1 Brute-Force Strategy

Given a set of reference points R = {r;}~, in a d-dimen-
sional space and a set of query points Q = {¢;}\_; in the
same space, the k nearest reference points to some g € Q can
be computed as follows:

1)  Compute the distance d; = d(¢,7;),1 < i < m.
2)  Sort the distances {d;}!", in ascending order.
3) Output the indices of the k points in R with the %
lowest distances.
Note that each step above is highly parallelizable, so suit-
able for GPU implementation.

5.2 Grid-Based Strategy

The grid-based strategy takes a set of 3D points X = {x;}!",
as input and produces the indices of the k nearest points to
each x € X as output. The input points are first embedded in
a 3D grid consisting of several cells by rounding their coor-
dinates, so that each cell contains approximately five points
on average. The points are sorted in ascending order of the
indices of cells so that all points inside a given cell can be
quickly retrieved.

Having built the grid structure, we can find concentric cell
rings to visit neighbors contained in the cells for each query
point. As we do so, a binary max-heap is maintained to store
the k candidates. If the distance between the query point and
the current neighbor is less than the maximum distance
in the heap, the maximum element is replaced by the neigh-
bor and the heap is adjusted. Successive rings of the query
point are visited until k£ elements are present in the heap and
the maximum distance is less than the minimum distance to
the next ring.

6 COMPUTING CLIPPED VORONOI DIAGRAMS

To compute the intersection between Voronoi cells and the
tetrahedral mesh, we consider two alternative strategies,
namely, cell-tet and tet-cell strategies, illustrated in Fig. 2 and
3. The Sutherland-Hodgman algorithm [33] is applied to clip
a cell by a plane.

6.1 Cell-Tet Strategy

The first step in the cell-tet strategy is to compute the ordi-
nary Voronoi diagram. Subsequently, this is clipped by
each tet of the tetrahedral mesh to obtain the intersection
volume. Details of these two steps are now discussed.

6.1.1  Voronoi Cell Construction

The Voronoi cell of a site is the subset of R® consisting of all
points closer to this site than any other site. Thus, the Voro-
noi cell ); of x; is the intersection of a set of half-spaces: {}; =
N;zI1" (i, j), where IT" (i, j) is the half-space bounded by the
bisector of (x;,x;) that contains the site x;. However, a cell
need not to be clipped by all half-spaces because some dis-
tant sites do not contribute to the cell. Consider a bounding
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@ (b) (© ) ©

Fig. 2. 2D explanation of cell-tet strategy: (a) the Voronoi cell of x; computed by using Algorithm 1, (b) the precomputed Voronoi cell of x;, (c) a face
(i.e., tet in 3D) of which x; is one of the k nearest sites, (d—f) the cell clipped by the half-spaces defined by edges 1-3 (i.e., face in 3D), (g) the part of

the Voronoi cell inside the face (i.e., tet in 3D).

(a) (b)

X X,
) e
.
X l: ;
Q
% X;

Fig. 3. 2D explanation of the tet-cell strategy: (a) the part initialized by a face (i.e., tet in 3D) of which x; is one of the k nearest sites, (b—f) the part
clipped by the half-spaces bounded by the bisectors of x; and its k;;. nearest neighbors from near to far, (g) the part of the Voronoi cell inside the face

(i.e., tetin 3D).

ball with radius R for the cell computed so far, centered on x;.
A clipping plane will not touch the ball if d(x;,x;) > 2R. The
radius R is called the radius of security [19]. See Fig. 4. Let
Xi,...,Xip be the 10 nearest neighbors of site x;, sorted in
ascending order of distance to x;. Each bisector contributing
to the cell clips a half-space and forms a Voronoi edge. Sites
X7,...,Xp are further away from x; than 2R, so do not contrib-
ute to the cell, so clipping can stop after reaching the radius
of security.

Each Voronoi cell can be constructed independently and
in parallel using its nearest neighbors. The maximum num-
ber of neighbors used for clipping is denoted k.. Algo-
rithm 1 is used for constructing Voronoi cells, which are
stored in global GPU memory for further computation.

Algorithm 1. Compute Voronoi Cells

Input : sites X
Output : Voronoi cells Q(X) = {Q;},

1: find k. nearest sites of each site on the GPU;
2: for each site x; € X in parallel do
3:  Q; « BoundingBox(X);
4. forp < 1 to k. do
5: x, < pth nearest site of x;;
6: if SecurityRadiusReached(Q;,x,) then
7 break;
8: end if
9: P, < BisectorPlane(X;, X,);
10: Q; — ClipByPlane(;, Py);
11: end for
12:  store (); in the global memory of the GPU;
13: end for

6.1.2 Clipped Voronoi Cell Construction

After computing the ordinary Voronoi diagram, forming
tet-cell pairs and obtaining their intersections become the
key issues. The centroid ¢; of each tet t; is computed, and
the k nearest sites of the centroid are queried. Subsequently,
for each neighbor site x;, the tet t; and the Voronoi cell {}; of

x; form a tet-cell pair (t;, ;). One thread is created for each
tet-cell pair to calculate the part of the cell inside the tet,
which is definitely a convex polyhedron. A thread first
loads the precomputed cell from global memory to its
shared memory, and the cell is clipped by four half-spaces
defined by the four faces of the tet. Suppose that {v;, vs, v3}
are three vertices of a face, with normal direction n =
(ng, ny,n.) pointing into the tet by the right-hand rule. The
half-space equation P can be defined by one vertex, e.g., v,
and the normal n

n— (VZ —Vl) X (V3 — Vl), (4)
P:ingz+nyy+n.z—vy-n > 0. (5)

Fig. 5 illustrates the clipping process; pseudo-code is given in
Algorithm 2. If the intersection between the tet and the Voro-
noi cell is not empty, the total volume and barycenter of the
clipped Voronoi cell ;],, are updated using Algorithm 3
with the help of an atomicAdd operation. Note that all of the
above calculations are implemented on the GPU to avoid
time-consuming CPU-GPU data transmission.

Strategy for Choosing k. Determining the number of neigh-
boring cells which must be clipped by a tet is a key parame-
ter for the proposed algorithm. Assuming that the sampled
sites can be regarded as a roughly uniform distribution, a

Fig. 4. Voronoi cell (green) of x; is the intersection of half-spaces
bounded by the bisectors of x; and its ;. nearest neighbors. Gray sites
further from x; than twice the radius of the bounding ball (blue) do not
contribute to the cell.
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Fig. 5. Clipping a Voronoi cell (pink) by a tet (blue). An ordinary Voronoi cell is clipped by the four faces of the tet in succession. The final part (right) is

a subset composed of the faces of the Voronoi cell and tet.

value for k can be determined based on the ratio of the
number of sites to the number of tets. To help to apply our
algorithm, we give a formula to calculate a default value
of kin Eq. (6). However, users can also tune the parameter
k manually to adjust the trade-off between efficiency and
accuracy.

L X], if [X] < A
) max(a- [B-logo(y- % +1)],\), otherwise

(6)

Here, we set A = 20, « = 10, 8 =8, and y = 7 based on our
experiments; these value worked well for all of the exam-
ples. The coefficient A is used to control the minimum value
of k; d k must be a multiple of coefficient «. For convenience
of computation and statistical analysis, « is set to 10. In
addition, a scale control coefficient 8 and a smoothness con-
trol coefficient y are introduced to further adjust growth of
k with |X|/|7|—see the plot of k£ when |X| > X in Fig. 6. As
the advantage of the GPU may be weakened and accuracy
may be reduced if k is extremely small, the minimum value
of k is set to 20 unless the number of sites is insufficient.

Algorithm 2. Compute Clipped Voronoi Diagrams

Input: sites X, tetrahedral mesh M = {V, T}
Output: the barycenter {C;};_, and volume {V;};, of clipped
Voronoi cells Q| ,, = {Q] iy
1: Compute the Voronoi cells Q(X) = {Q,};_, by Algorithm 1;
2: bary_sum[l.n][z,y, 2] — 0; {V;}[_, < O;
3: for each tet t; € 7 in parallel do

4:  ¢; « ComputeCentroid(t;);
5: find k nearest sites N; of ¢;;
6: for each site x; € N; in parallel do
7 Qjl, — Qj; > load €); from global memory
8: forp — 1 to 4do
9: fp < pth face of t;;
10: P, «— FacePlane(f,);
11: Qjly, < ClipByPlane(Syl,,, Py);
12: if [, = ¢ then
13: break;
14: end if
15: end for
16: if Qf, # ¢ then
17: UpdateCell Atomically(j, letl); > Algorithm 3
18: end if
19: end for
20: end for

21: fori < 1 to nin parallel do
22 Ci[z,y, 2] < bary_suml[i][z,y, 2]/ V;;
23: end for

Algorithm 3. Update the Clipped Voronoi Cell Atomically

Input: clipped Voronoi cell’s index j, a convex polyhedron P
Output: new barycenter C; and volume V}
1: Tp <« DecomposelntoTet(P);
2: bary_sum_Plz,y, z] < 0; vol_sum_P — 0;
3: foreach tett; € 7p do
4:  ¢; — ComputeCentroid(t;);
5. W, « ComputeVolume(t;)
6:  bary_sum_Px,y,2] < bary_sum_Pz,y,2] + ¢; - Vy;
7
8
9
10

vol_sum_P « vol_sum_P + V;;
: end for
s atomicAdd(C;, bary_sum_P);
¢ atomicAdd(V;, vol_sum_P);

6.2 Tet-Cell Strategy

Note that the cell-tet strategy requires Voronoi cells to be
stored in GPU global memory and then loaded them into
shared memory. Generally, shared memory is much faster
than global memory. Therefore, we propose the alternative
tet-cell strategy to compute clipped Voronoi diagrams
directly. See Algorithm 4 and Fig. 3.

The same tet-cell nearest pairing algorithm is used as in
the cell-tet strategy, the only difference being that each part
of the Voronoi cell is initialized by the corresponding tet and
clipped by half-spaces bounded by the bisectors directly.
Intuitively, this strategy leads to additional clipping when
the number of sites is large. The time trade-off between clip-
ping and data transmission is discussed in Section 7.3.

7 EXPERIMENTAL RESULTS

In this section, we evaluate the performance of the proposed
algorithm for different numbers of sites and tets and com-
pare it to the state-of-the-art approaches in the open-source
library Geogram [15] and hierarchical CVT [34] (HCVT).

120
100
80
60
40
20

0 1 2 3 4
IX|/IT]

Fig. 6. Stepwise variation of £ with |X|/|7|.
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20 20
—>=—Ours (tet-cell)
—©S—Ours (cell-tet)

——Ours (tet-cell)
—©S— Ours (cell-tet)

15 r|—=—Geogram 1.7.4 n 15 1 |—8— Geogram 1.7.4
. —+—HevT // . —+—HCVT /
K23 )
@ o}
E 10 ’/‘ £ 10
= _ =
5 5
0 1 2 3 0 1 2 3
The number of sites  x10* The number of sites  x10*
20 20
—>=—OQurs (tet-cell) ——Ours (tet-cell)
—©— Ours (cell-tet) ’/ —©—Ours (cell-tet)
15 1 |—=— Geogram 1.7.4 - 15 | |—=— Geogram 1.7.4
—+—HCVT —+—HCVT

Time(s)
Time(s)

0 1 2 3

x10% The number of sites  x10*

The number of sites

Fig. 7. Comparison between the proposed algorithm, Geogram 1.7.4 [15],
and HCVT [34] on the Torus (top-left, 8k tets), Bunny (top-right, 10k tets),
Fandisk (bottom-left, 26k tets), and Joint (bottom-right, 31k tets) models
for varying numbers of sites. Volume errors are < 0.22, 0.13, 0.05, and
0.05 percent, respectively.

The proposed algorithm is also applied to Lloyd’s algorithm
for computing the CVT. Comparisons are made between the
tet-cell and the cell-tet strategies in terms of run time and
number of clipping operations performed.

Algorithm 4. Compute Clipped Voronoi Diagrams (Tet-
Cell)

Input : sites X, tetrahedral mesh M = {V, 7T}
Output : the barycenter {C;}]_, and volume {V;};_, of clipped
Voronoi cells Q| ,, = {Q] iy

1: find k. nearest sites of each site on the GPU;

2: bary-sum[l.n][z,y, z] — 0; {V;}]_, < 0;

3: for each tett; € 7 in parallel do

4:  ¢; — ComputeCentroid(t;);

5. find k nearest sites N; of ¢;;

6: for each site x; € N; in parallel do

7

8

Qjl, — t;
forp — 1 to kg, do
9: x, < pth nearest site of x;;
10: if SecurityRadiusReached (€}, ,x,) then
11: break; '
12: end if
13: P, < BisectorPlane(x;,X,);
14: Qjly, — ClipByPlane(Ql;., Py);
15: if Q[ = ¢ then
16: break;
17: end if
18: end for
19: if (|, # ¢ then
20: UpdateCell Atomically(j, €1, ); > Algorithm 3
21: end if
22:  end for
23: end for

24: fori «— 1 to nin parallel do
25: Ci [1:7 Y, Z} = b’”y—sum[i] [l‘, Y, Z}/Vz/
26: end for
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Fig. 8. Comparison between the proposed algorithm, Geogram 1.7.4, and
HCVT on the Torus (top-left), Bunny (top-right), Fandisk (bottom-left), and
Joint (bottom-right) models, for a fixed number of sites (15k) with varying
mesh resolution. Volume errors are < 0.09, 0.08, 0.09, and 0.06 percent,
respectively.

The proposed algorithm was implemented in C++. All
results were computed on a Ubuntu 16.04 server with a
2.60 GHz Intel Xeon E5-2690 CPU with 256 GB memory,
and an NVIDIA TITAN RTX GPU with 24 GB memory,
using CUDA version 10.1. In our experiments, the maxi-
mum number of neighbors used to clip a Voronoi cell is set
to 90, which is sufficient for randomly distributed sites in
most situations. Another important parameter of our algo-
rithm is the number % of neighboring cells to be clipped by a
tet, which strongly influences the performance, as does the
number of tets. The parameter £ is set according to Eq. (6)
unless specified otherwise.

7.1 Performance

The efficiency of our algorithm is first demonstrated. Given
an input domain represented by a tetrahedral mesh and a set
of sites generated randomly inside the domain, we evaluated
the time to construct clipped Voronoi diagrams. Each test
was repeated 10 times and results were averaged (see Fig. 7).
The superior speed of the proposed algorithm is increasingly
evident as the number of sampled sites increases from 1k to
31k. We also observe that tet-cell and cell-tet strategies both
achieve similar performance. The reason for the small drop
in performance between 13k and 15k sites is that grid-based
k-NN search does not work well if the number of sites is too
small. Thus, we use the brute-force strategy when the num-
ber of sites is fewer than 14k.

Results in Fig. 8 are given for a fixed number of sites
with varying input mesh size, from 10k to 100k elements.
The time taken by our algorithm is almost constant. As the
ratio of the number of sites to the number of tets decreases,
the default value of £ decreases simultaneously to reduce
the computational cost, while not affecting accuracy in
most situations. Note that the HCVT method uses a sur-
face mesh rather than a tetrahedral mesh as input, so its
performance is also independent of the number of tets.
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TABLE 1

Results for Computing Clipped Voronoi Diagrams for Various Models
Ours

Model v X|  Geogram(s) HCVT (s) Tet-Cell Cell-Tet

vol k kNN (s) : -

Clip(s) Total(s) Clip(s)  Total (s)

Torus 8k 5k 1.48 2.83 0.03% 60 0.14 0.04 0.18 0.03 0.17
Bunny 10k 10k 2.62 5.30 0.05% 60 0.25 0.06 0.31 0.03 0.28
Fandisk 26k 15k 4.39 8.50 0.04% 50 0.20 0.12 0.32 0.07 0.27
Joint 31k 35k 9.31 17.91 0.02% 70 0.57 0.22 0.79 0.12 0.69
Homer 41k 30k 8.88 16.30 0.05% 50 0.41 0.21 0.62 0.11 0.52
Gargoyle 199k 10k 6.16 8.70 0.14% 20 0.44 0.20 0.64 0.19 0.63

|T'| = number of tets, |X| = number of sites, and E = relative volume error.

However, it generally takes longer than Geogram and our
algorithm.

Further results for other models are given in Table 1; they
show that our approach can be up to an order of magnitude
faster than state-of-the-art CPU methods. We also break
down the total running time of our algorithm into its two
main components, the time for k-NN search and the time for
clipping Voronoi cells. The first component is unchanged for
both clipping strategies.

To evaluate the accuracy of the proposed algorithm,
we determined the relative volume error Fy, = |Vovp —
Vul/Vm, where Veyp and V), are the total volume of the
clipped Voronoi diagram and the input mesh respectively

(we express Iy as a percentage). Specifically, we find that
both CPU methods result in low volume error. Thus, we
use the cell volume computed by Geogram 1.7.4 as ground
truth and visualize the volume error for each individual
Voronoi cell (see Fig. 10). The main causes of volume
error are:

k too small. If too few neighbors are considered in nearest
neighbor search, and the sites are distributed in an uneven
manner or slivers exist in the input mesh, some Voronoi
cells that intersect a given tet may be missed, reducing the
volume of the clipped Voronoi cell.

Unbounded Boundary Cells. Unclipped Voronoi cells
whose sites lie on the convex hull are unbounded. As shown

Fig. 9. Results of Lloyd iterations for the Torus (8k tets), Bunny (10k tets), Joint (31k tets), and Gargoyle (199k tets) models, using the proposed
method. From left to right: input tetrahedral mesh, clipped Voronoi diagram for 3k sampled sites, results after 5, 20, and, 120 iterations. The total
volume errors are < 0.05, 0.04, 0.04, and 0.20 percent, respectively. The volume error for each cell is visualized in the figure. The 120 iterations take
10.51s, 9.50s, 10.43s, and 32.65s in total, about an order of magnitude faster than a CPU algorithm.
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5.43%

Fig. 10. Volume error for individual Voronoi cells. Volume error generally
decreases as the distribution of sites becomes more uniform. (|7] = 10k,
[X| = 3k, k = 40).

in Fig. 11, the unbounded part of the cell may have undesir-
able intersections with other parts of the input domain. If &
is too large or concave parts of the input domain are very
close, the clipped Voronoi cell may be too large as a result.
To illustrate this kind of error, we set &k = 160, four times the
default value, to produce the result in Fig. 11.

To determine the influence of the parameter £, different
values of k were tested in the range 10-120, and computa-
tion times and volume errors recorded. As shown in Fig. 12,
the computation time for both clipping strategies increases
almost linearly with &, while volume errors decrease expo-
nentially. Clearly, & should not be taken too small, to avoid
large errors, but taking £ too large just expends time for little
additional accuracy. In Fig. 12, we set default values of & to
100 and 90 for the Torus model and the Bunny model,
respectively, which works well in most situations. Given
that each part computed by both strategies is the same theo-
retically, the difference between the volume errors of the
tet-cell and cell-tet strategies is minimal.

7.2 Applicationto CVT

The centroidal Voronoi tessellation [30] is a particular type of
Voronoi tessellation in which each site coincides with the
centroid of its Voronoi cell. The CVT has numerous applica-
tions in computer graphics, e.g., to meshing, sampling, and
stippling. The prevailing method used to compute the CVT
is Lloyd’s algorithm. It computes the clipped Voronoi dia-
gram of a given set of sites, and then moves each site toward
the centroid of its Voronoi cell, iterating these two steps until
convergence. Computation of the clipped Voronoi diagrams
takes most of the time in this process. Our proposed GPU-
based algorithm can thus significantly speed it up while
maintaining the volume error within an acceptable range.
Fig. 9 shows the results of applying Lloyd’s algorithm using

_ 2468.34%

Voronoi
cell

Fig. 11. Left: 2D example showing volume error caused by intersection
between the input domain and the unbounded part of the Voronoi cell
(red). Center: Part of the bunny’s ear is added to the clipped Voronoi cell
due to excessive k. Right: Volume error (|7| = 10k, |X| = 3k, k£ = 160).
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Fig. 12. Influence of & on computation time (left) and volume error (right),
for k from 10 to 120, using Torus (top, 8k tets) and Bunny (bottom, 10k
tets) models, with 15k sites.

a random set of sites inside various input domains. The dis-
tribution of sites gradually becomes uniform as iteration
proceeds.

7.3 Tet-Cell Versus Cell-Tet
We now compare the strengths and weaknesses of the two
clipping strategies, again using Lloyd’s algorithm, by consid-
ering running time and the number of clipping operations
performed. Fig. 13(left) shows the results of this experiment.
The number of clipping operations performed by the tet-cell
strategy drops drastically during the first five iterations,
whereas the number for the cell-tet strategy remains almost
unchanged. The radius of security is reached earlier as the
distribution of sites becomes more uniform, which benefits
the tet-cell strategy.

Indeed, even though the tet-cell strategy performs more
clipping operations than the cell-tet strategy, the former is
faster when the number of sites is small (Fig. 13(top)).

x108 02
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2
565 % 0.15
> 6 £
o =
E 55
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Fig. 13. Comparison of tet-cell and cell-tet strategies on the Homer (41k
tets) model with 1k (top) and 30k (bottom) sites, using k& = 50.
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Fig. 14. Sliver and its 10 nearest sites.

Fig. 13(bottom) shows that the computation time of the tet-
cell strategy increases and becomes comparable to that of
the cell-tet strategy as the number of sites increases. The
cell-tet strategy needs to load precomputed Voronoi cells
from global memory into shared memory, which is a time-
consuming operation. Moreover, the cost of data transmis-
sion between global and shared memory accounts for a
large proportion of the time when the number of sites is rel-
atively small, and vice versa. Therefore, the tet-cell strategy
is to be preferred for cases with a small number of sites,
whereas the cell-tet strategy should be used when the num-
ber is large.

8 CONCLUSION

This study proposes an efficient GPU-based algorithm using
a tetrahedral mesh to compute 3D clipped Voronoi diagrams.
It can be implemented using either a tet-cell or a cell-tet strat-
egy. Both implementations are fast and can be directly used
in applications such as CVT. To enhance the usability of the
proposed algorithm, a heuristic is given to determine the
number of neighboring cells which should be considered
when clipping by a tet. Experimental results show that the
proposed method can compute 3D clipped Voronoi diagrams
effectively, and it is approximately an order of magnitude
faster than state-of-the-art CPU methods.

Limitations and Future Work. However, as the proposed
algorithm is based on A-NN search, it works well only if the
input sites are evenly distributed and the number of slivers
in the input tetrahedral mesh is manageable (see Fig. 14).
Otherwise, parts of cells may be lost as the nearest pairing
algorithm cannot cope with such situations well. We would
like to further improve the robustness of our algorithm and
explore more applications in the future. Moreover, comput-
ing 3D power diagrams on the GPU is a feasible extension
of our work.
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