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ABSTRACT

The goal of image annotation is to automatically assign mean-

ingful and content-related labels to the digital images by using

machines. It is beneficial to image search and image shar-

ing in social networks. Various methods for image annota-

tion are proposed in last decade and they have gained much

progress. However, most of them are not precise and fast

enough for real-world applications. In this paper, we pro-

pose a novel and fast image annotation method via learning

the image-label interrelation. The main idea of the proposed

method is to predict labels by linearly propagating the label

information through the image-label interrelation and the im-

age similarities. Thus, we propose a model based on the re-

gression between the label groundtruth and the propagated

label information to learn the image-label interrelation. In

addition, a label-biased regularization is integrated into our

model to learn more effective and meaningful image-label in-

terrelation. Finally, our model can be solved in closed for-

m, therefore it achieves a fast learning process. Experimen-

tal results on three benchmark datasets demonstrate that our

method shows the comparable performance with state-of-the-

art methods and has faster learning time.

Index Terms— Image Annotation, Image-label Interrela-

tion, Closed Form Solution, Fast Annotation

1. INTRODUCTION

Annotating images by using machines is a very significant

mission. The tremendous growth of web images puts forward

some urgent issues. First, in traditional image retrieval sys-

tems, matching keywords is the most widely used technique

in which the precondition is that each image should be anno-

tated. Thus, annotating such great amount of unlabeled im-

ages is inevitable. Second, one reason of the prosperity of

social networks is mainly driven by the large number of pic-

tures uploaded by users. In most cases, users are requested to

attach meaningful labels to images so as to be offered more

services such as efficient picture sharing and interests group
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recommendation. So users have to confront such tedious an-

notating process. To address above issues, automatic image

annotation is one of the optimal choices for avoiding time-

consuming and monotonous work for humans.

Extensive studies have been made for image annotation.

According to the different points of interest, these method-

s can be roughly divided into two categories: classification-

based and modeling-based. The classification-based methods

[1, 2, 3] view concepts (labels) as classes and train classifier-

s for each concept. The drawback of this kind of methods

lies in that image annotation is about multi-label predictions

rather than isolated one-vs-all classifications and the interac-

tions between the images and the labels are ignored. Most

methods [4, 5, 6, 7, 8, 9, 10, 11] fall into the second catego-

ry. Feng et al. [6] and Jeon et al. [7] try to annotate images

from the perspective of probability, and they model the joint

distributions of the image features and the labels. The authors

of [4] present a multi-label sparse coding framework in which

the main idea is to propagate label information from training

images to query image by sparse coding coefficients.

Recently, algorithms in [10, 11] show state-of-the-art per-

formances on image annotation. Guillaumin et al. [10] pro-

pose an algorithm based on weighted nearest neighbor model.

It allows the integration of metric learning in the procedure of

maximizing the log-likelihood, and a word specific sigmoidal

modulation is also incorporated to promote the recall of rare

labels. Additionally, multiple types of features can be easi-

ly used in this algorithm to compute the image similarities.

However this method takes too much time on training, which

prevents it from being applied to real-world applications. To

overcome the drawback of time-consuming in [10], Chen et
al. [11] design a fast annotation algorithm which maps the im-

age features to the label space. A novel marginalized blank-

out regularization to enrich tags is proposed to make the pro-

jection matrix more effective. FastTag [11] greatly decreas-

es computational time by solving the convex optimization in

closed form. However, when utilizing multiple features, Fast-

Tag has to do dimensionality reduction to keep the learning

procedure fast, which may cost much time.

In this paper, we propose a novel and fast annotation

method via learning the image-label interrelation, which con-

tains two advantages—multiple features can be easily used

without dimensionality reduction and the final objective func-
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tion can be elegantly solved in closed form, resulting in a fast

learning process. Inspired by the work in [4], we recognize

that propagating label information through a simple image-

label interrelation matrix (only contains 0s and 1s entries, 0

for label absence and 1 for label presence) and the image sim-

ilarities can provide promising predictions. Hence, a model

based on regression, which minimizes the distance between

the label groundtruth and the propagated predictions, is pro-

posed to learn an effective image-label interrelation matrix.

Moreover, we add a label-biased regularization that enlarges

the entries of label presence and suppresses the entries of

label absence to guide the model to learn a more meaningful

image-label interrelation matrix. The image similarities are

precomputed using multiple features and this process needs

no dimensionality reduction. The resulting objective func-

tion can be solved in closed form. Eventually, our method

achieves comparable performance with state-of-the-art meth-

ods [10, 11] using less learning time.

2. THE PROPOSED METHOD

2.1. Motivation

In this section, we first introduce the algorithm in [4]. In [4],

complicated feature representation and dimensionality reduc-

tion are first developed; then each image to be annotated is

sparsely reconstructed by all training images; finally the re-

construction coefficients and the label matrix of training im-

ages are used for predicting labels:

c = Cα, (1)

where α is the reconstruction coefficient vector, C is the la-

bel matrix of the training images with 0 or 1 entries, and the

top labels with the largest values in c are considered as the fi-

nal annotations. Essentially, the reconstruction coefficients α
can be viewed as the similarities between the test image and

all training images, and the label matrix C can be deemed

as a simple image-label interrelation matrix that only cap-

tures the existence and presence relationships. Thus, the label

can be predicted by linearly propagating the label information

through the image-label interrelation and the image similari-

ties. From this point, we are inspired to learn better image-

label interrelation that can represent richer relationships be-

tween the images and the labels.

2.2. Learning the Image-Label Interrelation

Notation. Let T denote the size of vocabulary. The training

set is D = {(x1,y1), (x2,y2), · · · , (xN ,yN )}, where xi =
{x1

i ,x
2
i , · · · ,xK

i } is the set of K types of features for the i-th
image, in which xk

i is a certain feature vector, and yi ∈ RT

is the corresponding label indicator vector with 0 or 1 entries.

Our goal is to learn the image-label interrelation matrix M ∈
RT×N . Each row in M reflects the relationships between a

label and all images, and each column in M represents the

correlations between an image and all labels.

The discussion in Section 2.1 indicates that the image sim-

ilarities and the simple label matrix are potentially effective

for attaching correct labels. Thus, a straightforward way to

learn the image-label interrelation matrix is to solve the fol-

lowing linear regression:

min
M

1

N

N∑
i=1

‖yi −Msi‖22, (2)

where si ∈ RN collects the similarities between the i-th im-

age and all training images. Moreover, the similarity between

any two images is computed by Gaussian weighting function:

s(i, j) = exp

(
−

1
K

∑K
k=1 dk(x

k
i ,x

k
j )

σ

)
, (3)

where dk(·) is a feature-related measurement including Eu-

clidean distance, l1 distance or χ2 distance, and σ is the radius

of Gaussian function. Compared to [11], using similarities

instead of the raw visual features brings some advantages: 1)

employing more features easily; 2) avoiding dimensionality

reduction; 3) weakening the influence of noisy features.

The objective function in (2) is formulated in form of least

squares without any regularization terms. To obtain a better

image-label interrelation matrix, we consider to utilize mean-

ingful regularizations to guide the model to learn a more ef-

fective M.

Although M can capture more information than that in

label matrix C, C still reminds us that entries with label pres-

ence should be naturally larger than those with label absence

in M. By doing this, the precision and the recall can be pro-

moted. Accordingly, we mathematically present this intuition

as follows:

max
M

(
N∑
i=1

yT
i M:i −

N∑
i=1

ŷT
i M:i

)
, (4)

where M:i is the i-th column of M, and ŷi =∼ yi, which

means that 0s are changed to 1s and 1s are changed to 0s in yi.

This regularization strongly suggests that larger values should

be assigned to the entries with label presence and smaller val-

ues should be assigned to entries with label absence.

Integrating the label-biased regularization into the objec-

tive function in (2), we obtain:

min
M

f(M) =
1

N

N∑
i=1

‖yi −Msi‖22 + β

( N∑
i=1

ŷT
i M:i

−
N∑
i=1

yT
i M:i

)
+ λ‖M‖2F , (5)

where β and λ are trade-off parameters, and the last term

‖M‖F is Frobenius norm of M that is to guarantee an avail-

able solution and avoid over-fitting. Then we rewrite (5) to a

more compact matrix form:
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Table 1. Annotation performances on three datasets. Methods include state-of-the-art ones [11, 10] and some other reported

algorithms [1, 4, 8, 6, 9]. The performance of our method is in the last line. (“-” means not reported.)

Corel5K IAPRTC-12 ESP game

Method P R F1 N+ P R F1 N+ P R F1 N+

SML [1] 0.23 0.29 0.26 137 - - - - - - - -

MSC [4] 0.25 0.32 0.28 136 - - - - - - - -

TGLM [8] 0.25 0.29 0.27 131 - - - - - - - -

MBRM [6] 0.24 0.25 0.24 122 0.24 0.23 0.23 223 0.18 0.19 0.18 209

JEC [9] 0.27 0.32 0.29 139 0.29 0.19 0.23 211 0.24 0.19 0.21 222

TagProp [10] 0.33 0.42 0.37 160 0.45 0.34 0.39 260 0.39 0.27 0.32 238

FastTag [11] 0.32 0.43 0.37 166 0.47 0.26 0.34 280 0.46 0.22 0.30 247

Our method 0.31 0.42 0.36 158 0.43 0.33 0.37 257 0.30 0.26 0.28 238

min
M

f(M) =
1

N
‖Y −MS‖2F + β

(
tr(ŶTM)

−tr(YTM)
)
+ λ‖M‖2F , (6)

where Y = [y1 y2 · · · yN ] ∈ RT×N , Ŷ = [ŷ1 ŷ2 · · · ŷN ]
∈ RT×N , S = [s1 s2 · · · sN ] ∈ RN×N and tr(·) denotes

the trace of a matrix. Then we take the derivative of f(M)
with respect to M in (6):

∂f

∂M
=

2

N

(
MSST −YST

)
+ β

(
Ŷ −Y

)
+ 2λM, (7)

and set it to zero, we can obtain:

M =

(
βN

2

(
Y − Ŷ

)
+YST

)(
SST + λNI

)−1
. (8)

From Eq. (8), we observe that M can be solved in closed for-

m. Note that, the main calculation of M is concerned with the

inverse of a matrix (O(N3)). In FastTag, block-coordinate

descent based on two closed form solutions and some other

optimization stages make the training time longer. The learn-

ing procedure of TagProp is based on gradient descent and

each iteration involves the whole training set, thus it may cost

much more time. It is difficult to estimate the time complexi-

ties of FastTag and TagProp. We present the learning time of

three methods on three datasets in Section 3.3.

The final prediction process is similar to Eq. (1). First, the

similarities sq between the query image xq and all training

images are calculated by Eq. (3). Second, label scores are

obtained by computing the following formula:

rq = Msq. (9)

Finally, labels with the largest values in rq are selected as the

final annotations.

3. EXPERIMENTS

3.1. Datasets and Features

Our experiments are carried out on three benchmark data-sets,

namely Corel5K, IAPRTC-12 and ESP game (All the datasets

are obtained from the website: http://lear.inrialpes.fr/people/

guillaumin/data.php).

Corel5K [5]. The dataset is the most widely used one for

image annotation task. There are 5000 images collected from

50 categories with each category including 100 images. Each

image is annotated with 1 to 5 labels, and there are 260 words

in both training and testing sets.

IAPRTC-12 [12]. The dataset consists of 19627 im-

ages from diverse categories, such as sports, people and

landscapes. Each image has 5.7 labels on average and the

vocabulary size is 291.

ESP game [13]. The dataset consists of 20770 images de-

picting logos, drawings and personal photos. All images are

annotated with 268 distinct words, and 4.7 labels are assigned

to each image on average.

For the training/test splits of three datasets, we follow the

criterion in [10].

As for the features, we use the same ones that are released

by the authors of [10]. Definitely, there are 15 different types

of features including global and local features. For global fea-

tures, there are Gist features [14] and color histograms (RGB,

LAB, HSV) with 16 bins in each channel. Well-known SIFT

descriptor [15] and robust hue descriptor [16] composing the

local features are extracted densely from multi-scale grids or

based on the points detected by Harris corner detector [17].

For the feature-related measurement dk(·) in Eq. (3), we also

follow the criterion that is described in [10].

3.2. Results

Widely used measures for image annotation are used: mean

precision (P) and mean recall (R) for each label, F1 score
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Groundtruth: bed 
bedside lamp night 
room side table wall 
wood 

Predicted: bed room 
table wall lamp 

Groundtruth: building 
column corner door 
flower front house 
road tile tree window 

Predicted: house tree 
window door 

Groundtruth: church 
city front light night 
square view 

Predicted: church 
front view city light 

Groundtruth: canyon 
field house middle 
mountain tree valley 

Predicted: canyon 
valley middle house 
tree 

Groundtruth: boat 
jacket life sea tourist 

Predicted: jacket boat 
life sky sea 

Groundtruth: bush 
group meadow people 
sky 

Predicted: meadow 
people woman sky 
bush 

Fig. 1. Comparison between the predicted labels by our

method and the groundtruth labels on IAPRTC-12. Only top

5 predicted labels are taken. Labels in red mean that they do

not appear in groundtruth.

(F1 = 2∗P∗R
P+R ) and N+ (the number of labels with non-zero

recall value). Experimental results are presented in Table 1.

There are three parameters in our algorithm, namely σ, β
and λ. Empirically, we found that σ = 0.34 and λ = 10−4

can achieve optimal results with fixed β on three datasets, thus

σ and λ is stable to the datasets. As for β, here we describe

its influences instead of plotting in figures due to the space

limitation. For three datasets, β is tuned from 10−4 to 0.5.

On Corel5K, IAPRTC-12 and ESP game, when β > 0.2,

β > 0.05 and β > 0.0005, the optimal performances are

obtained and the performances keep stable.

We can make some observations according to Table 1.

First, the early proposed algorithms [1, 4, 8, 6, 9] achieve un-

satisfactory performances and can hardly be applied to appli-

cations. Second, our method significantly outperforms MSC

[4] that inspires our method on Corel5K. Specifically, 24%

improvement on mean precision, 31% on mean recall and

extra 22 N+ is gained. This firmly demonstrates that the

carefully learned image-label interrelations are more effective

than the simple presence and absence relationships. Third,

TagProp [10] and FastTag [11] show state-of-the-art perfor-

mances and our method has comparable performance with

them on three datasets. Fourth, due to the novel marginalized

blank-out regularization, the recently proposed FastTag [11]

presents higher scores on mean precision and N+, but rel-

atively lower on mean recall on IAPRTC-12 and ESP game.

Finally, the only unsatisfactory result of our method is the low

score on mean precision on ESP game, which is 9% and 16%

lower than TagProp [10] and FastTag [11], respectively.

Additionally, we also present the comparison between the

annotations, predicted by our method, of some exemplar im-

ages and their groundtruth labels on IAPRTC-12 in Fig. 1.

Our method FastTag TagProp
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(c) IAPRTC-12

Fig. 2. Training time of three methods on three datasets. The

vertical axis represents training time in seconds that is in log

scale.

3.3. Computational Efficiency

In this section, we compare the learning time between our

method and state-of-the-art methods [11, 10]. For the fair

comparison, we directly acquire the reported results in [11]

which can avoid some implementation tricks. Although these

results are obtained on a desktop with dual 6-core Intel i7

cpus with 2.66Ghz that is different from ours, we still can

firmly prove the superiority of the computational efficiency

of our method by achieving shorter learning time with a lower

hardware configuration—2-core Intel i3 cpus with 3.10Ghz.

Figure 2 illustrates the learning time of our method and

other two state-of-the-art methods. Brief analysis of the com-

plexities of three methods is in Section 2.2. In Fig. 2, we can

observe that our method is over 100x faster than TagProp and

10x faster than FastTag. So our method is definitely superior

to other two method in terms of computational efficiency.

4. CONCLUSIONS

The main idea of the proposed method lies in that the label

information can be linearly propagated through the careful-

ly learned image-label interrelation and the image similari-

ties. To this end, we directly model this idea based on the

regression between the label groundtruth and the propagat-

ed label information. By adding a label-biased regularization,

the model gains the ability to learn a more effective and mean-

ingful image-label interrelation matrix. Finally, we obtain a

compact objective function and solve it in closed form. The

experimental results validate that our method has compara-

ble performance with state-of-the-art methods, and it shows a

faster learning process.

ICIP 20143105



5. REFERENCES

[1] G. Carneiro, A. Chan, P. Moreno, and N. Vasconcelos,

“Supervised learning of semantic classes for image an-

notation and retrieval,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 29, no. 3, pp.

394–410, 2007.

[2] C. Cusano, G. Ciocca, and R. Schettini, “Image annota-

tion using svm,” in Proceedings of Internet imaging V,

2004, pp. 330–338.

[3] J. Li and J. Wang, “Automatic linguistic indexing of pic-

tures by a statistical modeling approach,” IEEE Trans-
actions on Pattern Analysis and Machine Intelligence,

vol. 25, no. 9, pp. 1075–1088, 2003.

[4] C. Wang, S. Yan, L. Zhang, and H. Zhang, “Multi-

label sparse coding for automatic image annotation,” in

Proceedings of IEEE International Conference on Com-
puter Vision and Pattern Recognition, 2009, pp. 1643–

1650.

[5] P. Duygulu, K. Barnard, J. de Freitas, and D. Forsyth,

“Object recognition as machine translation: Learning a

lexicon for a fixed image vocabulary,” in Proceedings of
European Conference on Computer Vision, pp. 97–112.

Springer, 2006.

[6] S. Feng, R. Manmatha, and V. Lavrenko, “Multiple

bernoulli relevance models for image and video annota-

tion,” in Proceedings of IEEE International Conference
on Computer Vision and Pattern Recognition, 2004, pp.

1002–1009.

[7] J. Jeon, V. Lavrenko, and R. Manmatha, “Automatic

image annotation and retrieval using cross-media rele-

vance models,” in Proceedings of ACM SIGIR, 2003,

pp. 119–126.

[8] J. Liu, M. Li, Q. Liu, H. Lu, and S. Ma, “Image anno-

tation via graph learning,” Pattern recognition, vol. 42,

no. 2, pp. 218–228, 2009.

[9] A. Makadia, V. Pavlovic, and S. Kumar, “A new base-

line for image annotation,” in Proceedings of European
Conference on Computer Vision, pp. 316–329. 2008.

[10] M. Guillaumin, T. Mensink, J. Verbeek, and C. Schmid,

“Tagprop: Discriminative metric learning in nearest

neighbor models for image auto-annotation,” in Pro-
ceedings of IEEE International Conference on Comput-
er Vision, 2009, pp. 309–316.

[11] M. Chen, A. Zheng, and K. Weinberger, “Fast image

tagging,” in Proceedings of International Conference
on Machine Learning, 2013, pp. 1274–1282.

[12] M. Grubinger, P. Clough, H. Muller, and T. Deselaers,

“The iapr tc-12 benchmark: A new evaluation resource

for visual information systems,” in International Work-
shop OntoImage, 2006, pp. 13–23.

[13] L. Von Ahn and L. Dabbish, “Labeling images with a

computer game,” in Proceedings of ACM SIGCHI Con-
ference on Human Factors in Computing Systems, 2004,

pp. 319–326.

[14] A. Oliva and A. Torralba, “Modeling the shape of the

scene: A holistic representation of the spatial envelope,”

International Journal of Computer Vision, vol. 42, no.

3, pp. 145–175, 2001.

[15] D. Lowe, “Distinctive image features from scale-

invariant keypoints,” International Journal of Computer
Vision, vol. 60, no. 2, pp. 91–110, 2004.

[16] J. Van De Weijer and C. Schmid, “Coloring local feature

extraction,” in Proceedings of European Conference on
Computer Vision, pp. 334–348. 2006.

[17] C. Harris and M. Stephens, “A combined corner and

edge detector.,” in Alvey Vision Conference, 1988, pp.

147–152.

ICIP 20143106



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


