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Abstract: In the Internet of Things (IoT) scenario, the hardware resources in the edge computing 

paradigm are limited, so the applications in the cloud computing paradigm are not suitable for edge 

computing. New system architecture and key technologies are needed for application implement and 

deployment in edge computing. Based on the hardware performance constraints and scene functional 

requirements under edge computing, this paper designs and develops a microservice system for edge 

computing. So it introduces the design of microservice system architecture for edge computing. And it 

analyzes the key technologies of the system. It selects the PostgreSQL database to achieve data storage, 

the Flask framework to build back-end services, and the Vue.js framework to build front-end services. 

Meanwhile, docker containers are used for system deployment and testing. The test results prove that the 

system has perfect functions and stable operation, which is very suitable for edge devices with limited 

resources. According to the start-up time and resource consumption of the project, the distributed 

deployment of applications has better performance than the unified deployment. 
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1. INTRODUCTION  

With the rapid development of the Internet of Things (IoT), 

smart devices can access the network very conveniently. It 

makes network devices rapidly increase and increases 

network data inevitably. Under this background, the cloud 

computing will cause network congestion, data leakage, and 

the heavy load of cloud storage resources due to data 

transmission and processing. It is difficult to meet the actual 

requirement for delay-sensitive applications such as 

autonomous driving, telemedicine, and the industrial Internet. 

The edge computing came into being in the context of IoT 

and forms a good paradigm complement to cloud computing 

(Shi et al., 2016a, b; Satyanarayanan, M. 2017). Edge 

computing can realize the real-time data processing on the 

edge side and reduce the transmission of redundant data to 

cloud computing centers, thereby further reducing the 

network bandwidth occupation and the computing and 
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storage pressure of cloud computing center (Weisong et al., 

2017). 

Both edge computing and cloud computing can implement 

data processing, system monitoring and control. It can be said 

that edge computing is an extension of cloud computing on 

the edge network (Nasir et al., 2018). To achieve cloud 

computing functions on the edge, it needs to adapt the 

technologies and architectures that are suitable for edge 

resource characteristics. Cloud server clusters have powerful 

computing, storage, and other resources. There is no need to 

consider the limitations of hardware resources during system 

deployment and operation (Han et al., 2015; Villamizar, M. 

et al., 2015). Compared with cloud computing, the computing 

and storage resources of hardware on the edge are relatively 

limited (Varghese et al., 2016), so the applications and 

technical systems under the cloud computing paradigm are 

not suitable for edge computing. Therefore, for edge 

applications, they need to compatible system architectures 

and key technologies. The key technologies include a 

lightweight database, a lightweight web backend and web 

frontend, and a microservice system architecture that is easier 

for expanding and developing. 
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Program development based on the microservice architecture 

(Balalaie et al., 2016; Fernandez et al., 2019; Alshuqayran, N. 

et al., 2016; Hasselbring, W. et al., 2017) has been widely 

used. Compared with the macro-architecture, it has the 

advantages of function expansion, service decoupling, and 

high resource utilization (Liang et al.,2019). Meanwhile, the 

microservices can be allocated computing resources 

according to the demands of applications. Therefore, an 

application based on the microservice architecture is suitable 

for edge computing platforms. 

System monitoring and management, configuration, and 

application under the traditional edge computing platform 

require professionals to operate the edge server or edge node 

on the scene. It greatly reduces the system's interactivity and 

rapid deployment for ordinary users. So we aim to build a 

lightweight microservice system for edge computing in an 

IoT scenario with limited resources. This system is used to 

realize the visual management of the resources on the edge 

and the convenient deployment of application services. It also 

accelerates the function expansion and business management 

of the edge computing system. 

For achieving convenient development of edge system 

applications and intelligent management of resources under 

the edge computing paradigm, we firstly study the business 

architecture and functions of the microservice system on the 

edge computing. Secondly, according to the characteristics of 

the limited hardware resources on the edge, it analyses the 

key technologies in the process of application development. 

Finally, this microservice system for the edge computing 

platform is deployed and tested on the Raspberry Pi 3B+. The 

test results show that the designed system is reasonable and 

provides a feasible solution for the visual dynamic 

management and control for edge computing devices. 

2. SYSTEM ARCHITECTURE AND FUNCTIONS 

2.1 Business Scenario Architecture 

The architecture of the edge computing system mainly 

includes three layers, field layer, edge computing layer, and 

cloud platform layer. The microservice system designed and 

implemented is mainly applied on the edge side, so the 

business scenarios are also mainly for edge devices. In this 

scenario, it mainly includes edge servers and edge nodes. An 

edge server may be composed of one or more servers, and an 

edge server connects to multiple edge nodes. At the same 

time, each edge node can connect to multiple terminals which 

can be sensors or actuators. Fig. 1 is a business scenario 

architecture. 

 In this architecture, an edge server and edge node have 

computing and storage resources, but the hardware resources 

and performance of an edge server are stronger than those of 

an edge node. The microservice system for the edge 

computing platform has a series of function modules, i.e., 

real-time monitoring, computing task management, algorithm 

model management, device management, and user 

management for all devices on the edge. It can be deployed 

on an edge server or an edge node to implement edge system 

management and form a closed-loop system to improve the 

robustness of an entire cloud-edge system. 

2.2 System Functions 

According to the analysis of business scenarios, we design a 

microservice system, which mainly includes some major 

function modules to achieve the management, control, and 

monitoring of an edge system. It is shown in Fig. 2. 

Edge Server

Edge Node Edge Node

Edge Server

Edge Node Edge Node

    

  

Fig. 1. Business scenario architecture. 

 

User login

User 

management

Condition 

monitoring

Task 

management

Equipment 

management

Model 

management

Data 

management

 

Fig. 2. Microservice system functions. 

⚫ Home page 

Home page is an overview interface for the entire 

microservice system. Users can have an intuitive 

understanding for the running status of the entire 

microservice system through it. Many alarm information can 

be discovered in real-time. It is divided into three areas, 

including equipment statistical analysis, task execution 

statistical analysis, and equipment monitoring analysis area. 

They are displayed with a graphical interface to facilitate 

more intuitive human-machine interaction. 
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test results show that the designed system is reasonable and 

provides a feasible solution for the visual dynamic 

management and control for edge computing devices. 

2. SYSTEM ARCHITECTURE AND FUNCTIONS 

2.1 Business Scenario Architecture 

The architecture of the edge computing system mainly 

includes three layers, field layer, edge computing layer, and 

cloud platform layer. The microservice system designed and 

implemented is mainly applied on the edge side, so the 

business scenarios are also mainly for edge devices. In this 

scenario, it mainly includes edge servers and edge nodes. An 

edge server may be composed of one or more servers, and an 

edge server connects to multiple edge nodes. At the same 

time, each edge node can connect to multiple terminals which 

can be sensors or actuators. Fig. 1 is a business scenario 

architecture. 

 In this architecture, an edge server and edge node have 

computing and storage resources, but the hardware resources 

and performance of an edge server are stronger than those of 

an edge node. The microservice system for the edge 

computing platform has a series of function modules, i.e., 

real-time monitoring, computing task management, algorithm 

model management, device management, and user 

management for all devices on the edge. It can be deployed 

on an edge server or an edge node to implement edge system 

management and form a closed-loop system to improve the 

robustness of an entire cloud-edge system. 

2.2 System Functions 

According to the analysis of business scenarios, we design a 

microservice system, which mainly includes some major 

function modules to achieve the management, control, and 

monitoring of an edge system. It is shown in Fig. 2. 
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Fig. 1. Business scenario architecture. 
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Fig. 2. Microservice system functions. 

⚫ Home page 

Home page is an overview interface for the entire 

microservice system. Users can have an intuitive 

understanding for the running status of the entire 

microservice system through it. Many alarm information can 

be discovered in real-time. It is divided into three areas, 

including equipment statistical analysis, task execution 

statistical analysis, and equipment monitoring analysis area. 

They are displayed with a graphical interface to facilitate 

more intuitive human-machine interaction. 

 

 

     

 

⚫ Condition monitoring 

Condition monitoring module mainly realizes real-time 

monitoring about the working condition of edge hardware, 

including CPU and memory usage of edge servers and edge 

nodes, and alarms. Meanwhile, it also realizes real-time 

monitoring and early warning of the sensing data 

(temperature, pressure, etc.) in the monitoring area. 

⚫ Device management 

Device management module mainly implements the 

management of edge servers, edge nodes, and terminals. Its 

functions include the addition, deletion, search, and 

modification of devices. 

⚫ Model management 

Model management module mainly realizes the effective 

management of intelligent models (task scheduling model, 

target detection model, etc.) on the edge. Its functions include 

the addition, deletion, and modification of models. 

⚫ Task management 

Task management module mainly realizes the management 

of computing tasks on the edge, and its functions include the 

addition, deletion, search of the computing tasks. In addition, 

it can modify the working status of computing tasks. The 

system can manually add corresponding computing tasks to 

the appropriate edge devices for calculation. 

⚫ Data management 

Data management module mainly manages the monitoring 

data on the edge. Its functions include the statistics, storage, 

and download of monitoring data. 

⚫ User management 

User management mainly implements the hierarchical 

management of users. It includes a super administrator and 

some ordinary administrators. Super administrators can 

manage ordinary administrators, including the addition, 

deletion, and modification of ordinary administrators, and set 

the management rights of ordinary administrators. 

3. KEY TECHNOLOGIES 

In an IoT scenario, according to the actual function 

requirements, both the overall implement and operating 

efficiency of the system must be considered in the system 

design and implement (Truong et al., 2020). Meanwhile, the 

performance limitations of hardware resources must be taken 

into account. A lightweight database, web backend, and 

frontend framework are needed to achieve this system. 

Therefore, we choose the lightweight database PostgreSQL to 

realize the data storage, a Flask framework to build the edge 
business logic for backend service, and a Vue.js framework 

to build the frontend page for realizing data visualization. 

Besides, we also use the RESTful API to be responsible for 

front-end and back-end communication and docker 

containers to achieve distributed deployment of applications, 

which greatly improve development and deployment 

efficiency. The key technologies stack of the system is shown 

in Fig. 3. 

 

Fig. 3. Key technologies stack of system 

4. SYSTEM DEPLOYMENT AND TESTING 

4.1 System Deployment 

We use a docker container to deploy the system. This system 

is developed on a PC with an X86 architecture, but it is 

deployed on a Raspberry Pi with ARM architecture. So 

Docker Buildx is required to build docker images supported 

by a multi-hardware platform architecture. It is a Docker CLI 

plug-in, and its principle to build a multi-system architecture 

image is using a different builder from Docker to achieve the 

construction of a multi-system architecture image. We make 

docker images of the database, Flask backend, and Vue.js 

frontend respectively. In the commands to build an image, "--

platform" is used to specify the CPU architecture supported 

by the built image. We specify the three architectures of 

Linux/ARM, Linux/ARM64, and Linux/AMD64 to adapt to 

the diversity of heterogeneous platforms in edge computing 

platforms. 

This system is deployed in Raspberry Pi series hardware to 

evaluate the performance of common hardware in edge 

computing. There are two deployment methods for this 

system: unified deployment and distributed deployment. The 

unified deployment of the system refers to the unified 

deployment of all engineering applications, including the 

system database, web backend, and frontend to the same 

hardware platform. We use a Raspberry Pi 3B+, which runs 

the Raspbian Buster Lite operating system. The distributed 

deployment of the system refers to the separate deployment 

of the database and web front-end engineering applications. 

We use two Raspberry Pi devices, and one is Raspberry Pi 

3B+ and another is Raspberry Pi 4B (running Ubuntu 20.04 

LTS operating system). The database and web backend that 

read data more frequently are deployed to the more powerful 

Raspberry Pi 4B, and we deploy the web front to a Raspberry 

Pi 3B+. The difference between distributed deployment and 

unified deployment is that the front-end and back-end are 
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deployed on different machines. We adopt the development 

method of separating frontend and backend, so it only needs 

to specify the back-end API address on the front-end during 

deployment without worrying about the communication 

between the frontend and backend. Raspberry Pi 3B+ and 4B 

are shown in Fig. 4. 

 

(a) 3B+                                 (b) 4B 

Fig. 4. Raspberry Pi  

4.2 System Test 

The system test mainly includes two parts: a system function 

test and a system performance test. The two parts will be 

described in detail below. 

⚫ System function test 

The system mainly includes homepage, condition monitoring, 

device management, model management, task management, 

data management, user management modules. They are 

shown in Fig. 5. 

 

(a) Home page                         (b) Task management 

 

(c) User management              (d) Device management 

 

(e) Model management            (f) Data management 

Fig. 5. Microservice system interface. 

⚫ System performance test 

The performance test of the microservice system is applied to 

a Raspberry Pi 3B+ and 4B, and the relevant parameters of 

the hardware are shown in Table 1 and Table 2. We do many 

performance evaluation, i.e., start-up time and system 

resource consumption, in the two deployment methods. 

After several tests, the comparison results of unified 

deployment and distributed deployment are shown in Fig. 6. 

As can be seen from Fig. 6 that during unified deployment, 

Raspberry Pi 3B+ takes 22.84s to start the entire project. 

During distributed deployment, Raspberry Pi 4B takes over 

the database and backend deployment, so Raspberry Pi 3B+ 

takes only 6.478s to complete the start-up of the project. 

Therefore, the distributed deployment has brought a huge 

increase in project start-up speed for the Raspberry Pi 3B+. 

Table 1.  Raspberry Pi 3B+ 

SOC Broadcom BCM2837B0 

CPU 64-bit 1.4GHz quad-core 

Wired network 330Mbps Ethernet 

Operating system Raspbian Buster Lite 

Memory 1G 

Storage space 32G 

 

Table 2.  Raspberry Pi 4B 

SOC Broadcom BCM2711B0 

CPU 64-bit 1.5GHz quad-core 

Wired network Gigabit Ethernet 

Operating system Ubuntu 20.04 LTS 

Memory 4G 

Storage space 32G 

 

 

Fig. 6. Performance comparison of different deployment 

methods. 

Meanwhile, the resources occupied by unified deployment 

and distributed deployment in Raspberry Pi 3B+ are not 

much different in terms of CPU consumption. While there is 

a gap of about 140M in memory usage between the 

distribution deployment and unified deployment, and the 

impact of this 100M gap on edge computing hardware with 

limited resources is also great. It can be seen that the 

distributed deployment of the system for Raspberry Pi 3B+ 

can reduce resource consumption during system operation. 
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Therefore, it can be seen from the performance test that 

distributed deployment using Docker is more conducive to 

taking advantage of multi-platform comparing to unified 

deployment. Distributed deployment brings a certain degree 

of improvement to edge devices. And it relieves the working 

pressure of edge devices. Of course, the use of distributed 

deployment will also increase the energy consumption of the 

entire system, so the distributed and unified deployment 

should be determined according to the actual situation. 

5. CONCLUSIONS 

In an IoT scenario, we firstly study an architecture of 

microservice system for edge computing, including business 

scenario architecture and system functions. Secondly, 

according to the resource constraints of edge hardware and 

system function requirements, key technologies such as a 

lightweight database, web backend, and web frontend are 

selected to develop the system in combination with the 

microservice. Finally, we use docker containers to deploy 

application images on Raspberry Pi, and perform function 

and performance tests of the system. The test results prove 

that the system application has perfect functions, stable and 

reliable operation. It is suitable for deployment on edge 

devices. Besides, the performance test results show that 

compared with the unified deployment, the distributed 

deployment has better performance in terms of application 

start-up time and resource consumption. And it can give full 

play to the advantages of the system. 
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