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Abstract—With the power of deep learning, super-resolution
(SR) methods enjoy a dramatic boost of performance. However,
they usually have a large model size and high computational
complexity, which hinders the application in devices with limited
memory and computing power. Some lightweight SR methods
solve this issue by directly designing shallower architectures, but
it will affect SR performance. In this paper, we propose the
dual feature aggregation strategy (DFA). It enhances the feature
utilization via feature reuse, which largely improves the repre-
sentation ability while only introducing marginal computational
cost. Thus, a smaller model could achieve better cost-effectiveness
with DFA. Specifically, DFA consists of local and global feature
aggregation modules (LAM and GAM). They work together to
further fuse hierarchical features adaptively along the channel
and spatial dimensions. Extensive experiments suggest that the
proposed network performs favorably against the state-of-the-art
SR methods in terms of visual quality, memory footprint, and
computational complexity.

Keywords—Lightweight, Super-Resolution, Dual Feature Ag-
gregation

I. INTRODUCTION

Single image super-resolution (SISR) aims to reconstruct
a visually natural high-resolution (HR) image from its low-
resolution (LR) counterpart, which is an inherently ill-posed
inverse problem. Due to the essential role in video processing,
surveillance system, and so on, super-resolution is still an
active research area.

Recently, deep learning-based image super-resolution (SR)
methods [1], [2], [3], [4] have largely outperformed con-
ventional methods such as Bicubic interpolation. After the
proposal of residual learning [5] which simplifies the opti-
mization of deep CNNs, SR networks tend to become even
deeper and larger. As Figure 1 shows, these state-of-the-art
models focus on improving visual quality measured by PSNR
but are memory-consuming and computationally demanding.
However, for devices with limited memory and battery ca-
pacity, cost-effective methods are preferred, which encourages
the design of lightweight SR models. To reduce the number
of parameters, some approaches adopt a recursive manner or
parameter sharing scheme, such as DRRN [6] and MemNet
[7]. However, to compensate for the performance drop, these
methods have to increase the network width or depth, thus
resulting in high computational complexity (i.e.FLOPs). Some
other methods directly design shallower network architectures,
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Fig. 1. Trade-off between performance vs. number of operations and
parameters on Set14 ×4 dataset. The x-axis and the y-axis denote the FLOPs
and PSNR, and the size of the circle represents the number of parameters. The
FLOPs is computed by assuming that the resolution of HR image is 720p.

which reduce parameters and calculations simultaneously. For
example, CARN [8] and IDN [9] are such compact models less
than 40 layers. But their representation ability is restricted by
the shallow architecture.

Towards these drawbacks, we propose the dual feature
aggregation network (DFAN) that can strike a better trade-
off between SR performance and computational cost. The key
component of DFAN is the dual feature aggregation strategy
(DFA). It could largely improve feature utilization via feature
reuse. Specifically, DFA consists of two modules: local and
global feature aggregation modules (LAM and GAM). LAM
uses an efficient connection method and one convolutional
layer to adaptively fuse hierarchical features along the channel
dimension. Then GAM further fuses the local aggregated
features along the spatial dimension in an iterative manner.
This coarse to fine strategy fully leverages all hierarchical
features, which enables the lightweight model to achieve better
SR performance. In this paper, we also design an efficient
convolutional block (ECB) as the basic building block of
DFAN. It comprises group convolutional layers with channel
shuffle operation. Although ECB is compact, DFAN can still
achieve competitive results with the help of DFA.

In summary, our main contributions are as follows:
• We propose the dual feature aggregation network

(DFAN), which can achieve better SR performance with
limited computational cost. It is more practical in real
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applications.
• We propose the dual feature aggregation strategy (DFA)

consisting of local and global feature aggregation mod-
ules (LAM and GAM). It could make full use of all hier-
archical features through feature reuse, which enhances
the feature utilization while introducing only marginal
computation cost. With DFA, the lightweight SR model
can achieve better cost-effectiveness.

• We show through extensive experiments that our model
can achieve competitive results with only relatively fewer
parameters and calculations.

II. RELATED WORK

Most existing SR methods have hundreds of convolutional
layers, such as RDN [10] and SAN [11]. Although promising
SR performance has been achieved, these methods are com-
putationally expensive for real application. Thus, more and
more lightweight SR methods are proposed. some methods
introduce recursive learning or weight sharing schemes to
reduce parameters, such as DRRN [6] and MemNet [7].
However, they need to increase the computational complexity
to compensate for performance drop. Another idea is to build
relatively shallower models, which can cut down the model
size and calculations at the same time. CARN [8], IDN [9],
and IMDN [12] are all lightweight networks that have less
than 40 layers. But the shallow architecture could restrict their
representation ability to some extent.

To improve the representation ability in a computationally
economical way, deep feature aggregation has gradually at-
tracted more attention. ResNets [5], DenseNets [13], and FPNs
[14] are the dominant architectures to fuse hierarchical features
for visual tasks. Recently, Yu et al.[15] proposed an iterative
aggregation method and a hierarchical aggregation method,
which can further improve the performance of the aforemen-
tioned dominant methods. Inspired by [15], we propose the
dual feature aggregation network (DFAN), which can improve
the representation ability for SISR.

III. PROPOSED METHOD

A. Network Architecture

As depicted in Figure 2 (a), DFAN mainly consists of
four parts: shallow feature extraction layer (SFL), stacked
local feature aggregation modules (LAMs), the global feature
aggregation module (GAM), and the upsample module.

SFL contains only one convolutional layer. It extracts shal-
low features F0 from the LR image ILR. Then F0 is input
into the stacked local feature aggregation modules (LAMs)
for global residual learning. There are M stacked LAMs in
DFAN, and the local aggregated feature from the mth LAM
can be formulated as

Fm = fmLAM (Fm−1)

= fmLAM (fm−1LAM (...(f1LAM (F0)))),
(1)

where fmLAM refers to the operation of the mth LAM, and Fm

is the local aggregated feature from the mth LAM. As shown
in Figure 2, each LAM is composed of a series of efficient
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(a) Architecture of DFAN
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Fig. 2. Framework of DFAN and its submodules.

convolutional blocks (ECBs), therefore fmLAM can be viewed
as a composite function.

After that, GAM fully leverages local aggregated features
from LAMs in an iterative way, which can be expressed as

FA = fGAM (F1,F2, ...,FG), (2)

where FA is the global aggregated feature. fGAM denotes
the operation of GAM. Then the global long skip connection
adds F0 to FA, obtaining the final aggregated feature F. The
global skip connection can better propagate information and
gradients, thus stabilizing the training of DFAN.

Finally, we use an upscale module proposed in [16] to
restore the final SR image ISR. That is,

ISR = fconv(f↑(fgconv(F))) = fDFAN (ILR), (3)

where fgconv denotes the group convolution, fconv indicates
the standard convolution, and f↑ is the upscale module.

B. Local Feature Aggregation

Considering that features of different channels contain
different weighted information and frequency distribution is
uneven on different spatial locations, our dual aggregation
feature aggregation (DFA) strategy uses local and global
feature aggregation modules (LAM and GAM) to adaptively
suppress or emphasize information along the channel and
spatial dimensions. In this subsection, we first explain the local
feature aggregation.

Efficient convolutional block. As depicted in Figure 2 (c),
there are B efficient convolutional blocks (ECBs) in each
LAM. ECB is a residual learning module consisting of two
group convolutional layers with channel shuffle operation [17],
and a channel attention module [4]. It is a basic module with
lightweight parameters and computational complexity. LAM
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Fig. 3. Comparisons of three different connection methods.

fuses hierarchical features from ECBs by exploring the inter-
channel relationship. The local aggregated feature Fm from
the mth LAM can be obtained by

Fm = fconv([F
1
m,F

2
m...,F

B
m]) + Fm−1, (4)

where [F1
m,F

2
m...,F

B
m] represents the concatenation of local

features from ECBs in the mth LAM.
Balanced connection. The connection method in LAM is

what we call balanced connection. As shown in Figure 3,
we compare our balanced connection with two commonly
used connection methods in SR, i.e.skip connection and dense
connection. The analysis is as follows:

1) Difference to skip connection. As shown in Figure 3 (b),
for each LAM, if we only use skip connection which makes the
element-wise sum of the hierarchical feature maps, all hierar-
chical features will contribute equally to the final aggregated
feature. It may be inflexible since different features contain
information of different importance. Our balanced connection
can simply solve this issue by a 1 × 1 convolutional kernel.
This convolutional kernel assigns specific learned weights to
each pixel of local features, thus adaptively aggregating them
along channel dimension.

2) Difference to dense connection. As shown in Figure 3
(c), the dense connection makes each ECB and all preceding
ECBs concatenated and compressed as inputs to all subsequent
ECBs, which requires more 1 × 1 convolutional kernels and
harms the overall efficiency. However, our balanced connection
directly connects each ECB for feature aggregation, which
not only fully uses local features but also greatly reduces the
parameter number and computation operations.

C. Global Feature Aggregation

The global feature aggregation module (GAM) fuses the
local aggregated features of different frequencies with a spatial
attention mechanism and an iterative scheme. Specifically,
GAM aggregates features along the spatial dimension, or-
thogonal to channel direction, which could be complementary
to LAM. Moreover, referring to abundant local aggregated
features, the iterative fusion scheme could progressively re-
fine the global aggregated feature and improve representation
capability.

In Figure 2 (d), FA,i represents the global aggregated
feature in the ith iteration, and Fi represents the output of
the ith LAM. The iterative fusion of GAM can be formulated
as:

FA,i =

{
F1, i = 1
fG( [FA,i−1, Fi] ), i > 1.

(5)

where FA,i is initialized with F1, which is the output of
the first LAM. [ , ] denotes the feature concatenation. fG
represents the global aggregation of GAM.

Specifically, the main parts of GAM are spatial attention
generation and iterative feature aggregation in A-Unit. Firstly,
the spatial attention θi is generated by

θi = σ(fdconv(fconv([FA,i−1, Fi]))), (6)

where fconv denotes a 1×1 convolutional kernel that reduces
the channel number of [FA,i,Fi] by half. fdconv denotes a 3×3
depthwise convolutional kernel to extract spatial information.
Depthwise convolution applies a single filter to each input
channel, which is more efficient than common convolution in
terms of memory and computation. σ is the Sigmoid activation
function constraining the spatial attention to (0, 1). The spatial
attention θi is the same size as Fi and FA,i−1. Second, as
shown in Figure 2(d), the feature fusion in A-Unit can be
formulated as

FA,i = θi ⊗ FA,i−1 + (I− θi)⊗ Fi, (7)

where ⊗ denotes Hadamard product. I is the tensor with all
elements being 1. After the Gth iteration, we obtain the final
global aggregated feature FA.

IV. EXPERIMENTS

A. Experimental Setup

Datasets and metrics. We use the training set of
DIV2K [21] to train all of our models. For testing, we use five
standard benchmark datasets: Set5, Set14, BSD100, Urban100,
and Manga109. The visual quality of SR results is evaluated
with PSNR and SSIM on the Y channel (i.e.luminance) of
transformed YCbCr space. We also represent the number of
parameters and multiply-adds (FLOPs) to evaluate memory
footprint and computation complexity respectively.

Degradation models. We use the bicubic degradation
model (denote as BI) to simulate LR images, which simulate
LR images on scale ×2, ×3, ×4.

Training details. The size of LR patches is 48×48. During
training, we randomly rotate input images by 90◦, 180◦, or
270◦ and flip them horizontally or vertically. The batch size
is 32. We use L1 loss as the loss function. We use Adam as
the optimizer. The initial learning rate is 2e − 4, decayed by
half every 200 epochs. We train our model for 1000 epochs.

B. Study on Dual Feature Aggregation

In this section, we experimentally investigate the effec-
tiveness of the dual feature aggregation strategy (DFA).
LAM0 GAM0 is the baseline network by removing balanced
connections in LAM and GAM from DFAN, i.e.without
DFA. LAM1 GAM0 is built by removing GAM from DFAN.
LAM1 GAM1 (i.e.DFAN) has both LAM and GAM. As shown
in Table II, when only LAM is added, PSNR is improved by
about 0.05dB. When both LAM and GAM are added, the
performance is improved by a large margin (PSNR: +0.15dB,
SSIM: +0.0035 on Set14 for ×4 SR). It indicates that
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TABLE I
QUANTITATIVE RESULTS WITH BI DEGRADATION MODEL. RED: BEST.

Method Scale Params (K) FLOPs (G) Set5 Set14 BSD100 Urban100 Manga109
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Bicubic ×2 - - 33.66 0.9299 30.24 0.8688 29.56 0.8431 26.88 0.8403 30.80 0.9339
SRCNN [1] ×2 57 52.7 36.66 0.9542 32.42 0.9063 31.36 0.8879 29.50 0.8946 35.60 0.9663
FSRCNN [18] ×2 12 6.0 37.00 0.9558 32.63 0.9088 31.53 0.8920 29.88 0.9020 36.67 0.9710
VDSR [2] ×2 665 612.6 37.53 0.9587 33.03 0.9124 31.90 0.8960 30.76 0.9140 37.22 0.9750
DRCN [19] ×2 1774 9788.7 37.63 0.9588 33.04 0.9118 31.85 0.8942 30.75 0.9133 37.55 0.9732
LapSRN [20] ×2 813 29.9 37.52 0.9590 33.08 0.9130 31.80 0.8950 30.41 0.9100 37.27 0.9740
DRRN [6] ×2 297 6796.9 37.74 0.9591 33.23 0.9136 32.05 0.8973 31.23 0.9188 37.88 0.9749
MemNet [7] ×2 677 2262.4 37.78 0.9597 33.28 0.9142 32.08 0.8978 31.31 0.9195 37.72 0.9740
IDN [9] ×2 677 168.4 37.83 0.9600 33.30 0.9148 32.08 0.8985 31.27 0.9196 38.01 0.9749
IMDN [12] ×2 694 158.8 38.00 0.9605 33.63 0.9177 32.19 0.8996 32.17 0.9283 38.88 0.9774
CARN [8] ×2 1592 222.8 37.76 0.9590 33.52 0.9166 32.09 0.8978 31.51 0.9312 38.36 0.9765
DFAN ×2 877 201.4 38.11 0.9609 33.74 0.9189 32.21 0.9002 32.36 0.9305 38.93 0.9774

Bicubic ×3 - - 30.39 0.8682 27.55 0.7742 27.21 0.7385 24.46 0.7349 26.95 0.8556
SRCNN [1] ×3 57 52.7 32.75 0.9090 29.28 0.8209 28.41 0.7863 26.24 0.7989 30.48 0.9117
FSRCNN [18] ×3 12 5.0 33.16 0.9140 29.43 0.8242 28.53 0.7910 26.43 0.8080 31.10 0.9210
VDSR [2] ×3 665 612.6 33.66 0.9213 29.77 0.8314 28.82 0.7976 27.14 0.8279 32.01 0.9340
DRCN [19] ×3 1774 9788.7 33.82 0.9226 29.76 0.8311 28.80 0.7963 27.15 0.8276 32.24 0.9343
DRRN [6] ×3 297 6796.9 34.03 0.9244 29.96 0.8349 28.95 0.8004 27.53 0.8378 32.71 0.9379
MemNet [7] ×3 677 2262.4 34.09 0.9248 30.00 0.8350 38.96 0.8001 27.56 0.8376 32.51 0.9369
IDN [9] ×3 677 84.4 34.11 0.9253 29.99 0.8354 28.95 0.8031 27.42 0.8359 32.71 0.9381
IMDN [12] ×3 703 71.5 34.36 0.9270 30.32 0.8417 29.09 0.8046 28.17 0.8519 33.61 0.9445
CARN [8] ×3 1592 118.8 34.29 0.9255 30.29 0.8407 29.06 0.8034 27.38 0.8404 33.50 0.9440
DFAN ×3 900 92.6 34.49 0.9280 30.37 0.8426 29.13 0.8059 28.31 0.8551 33.78 0.9458

Bicubic ×4 - - 28.42 0.8104 26.00 0.7027 25.96 0.6675 23.14 0.6577 24.89 0.7866
SRCNN [1] ×4 57 52.7 30.48 0.8628 27.49 0.7503 26.90 0.7101 24.52 0.7221 27.58 0.8555
FSRCNN [18] ×4 12 4.6 30.71 0.8657 27.59 0.7535 26.98 0.7150 24.62 0.7280 27.90 0.8610
VDSR [2] ×4 665 612.6 31.35 0.8838 28.01 0.7674 27.29 0.7251 25.18 0.7524 28.83 0.8870
DRCN [19] ×4 1774 9788.7 31.53 0.8854 28.02 0.7670 27.23 0.7233 25.14 0.7510 28.93 0.8854
LapSRN [20] ×4 813 149.4 31.54 0.8850 28.19 0.7720 27.32 0.7280 25.44 0.7638 29.09 0.8900
DRRN [6] ×4 297 6796.9 31.68 0.8888 28.21 0.7720 27.38 0.7284 25.44 0.7638 29.45 0.8946
MemNet [7] ×4 677 2262.4 31.74 0.8893 28.26 0.7723 27.40 0.7281 25.50 0.7630 29.42 0.8942
IDN [9] ×4 677 54.9 31.82 0.8903 28.25 0.7730 27.41 0.7297 25.41 0.7632 29.41 0.8942
IMDN [12] ×4 715 40.9 32.21 0.8948 28.58 0.7811 27.56 0.7353 26.04 0.7838 30.45 0.9075
CARN [8] ×4 1592 90.9 32.13 0.8937 28.60 0.7806 27.58 0.7349 26.07 0.7837 30.47 0.9084
DFAN ×4 896 55.8 32.30 0.8964 28.65 0.7832 27.60 0.7373 26.22 0.7898 30.59 0.9097

the DFA can efficiently utilize hierarchical features through
feature reusing.

C. Results with Bicubic Degradation Model

We compare DFAN with other state-of-the-art methods:
SRCNN [1], FSRCNN [18], VDSR [2], DRCN [19], DRRN
[6], MemNet [7], CARN [8], IDN [9] and IMDN [12].

Quantitative Results. We evaluate the average PSNR and
SSIM on five benchmark datasets. In particular, we also
calculate the parameter amount and FLOPs (i.e.multiply-adds)
of these models by assuming the HR image size to be 720p
(1280 × 720). In Table I, the proposed DFAN performs
favorably against these methods on all benchmark datasets for
2×, 3× and 4× SR respectively. CARN [8] used to be a strong

TABLE II
STUDY ON DFA. PSNR FOR 4× SR. “LA” DENOTES LOCAL

FEATURE AGGREGATION, AND ’GA’ DENOTES GLOBAL FEATURE
AGGREGATION.

Method LA GA Set5 Set14 BSD100 Urban100
LAM0 GAM0 - - 32.11 28.50 27.52 25.96
LAM1 GAM0 X - 32.16 28.57 27.57 26.11
LAM1 GAM1 X X 32.29 28.65 27.60 26.22

baseline for lightweight SR models, but our DFAN outper-
forms it by a large margin (PSNR:+0.17dB, SSIM:+0.0024
on Set5) with 42% fewer parameters and 37% fewer FLOPs on
scale ×4. It indicates our method can achieve a better trade-
off between computational cost and effectiveness. Therefore,
feature aggregation has a promising prospect in the research
of lightweight image SR.

Visual Results. In Figure 4, we show visual comparisons
on scale ×4. Our method restores the letter “g” in “ppt3” more
clearly, while most other methods encounter artifacts or edge
distortion. For “img030” in Urban100, most methods don’t
reconstruct the contour of the window well, but our method
can reconstruct these edges better.

V. CONCLUSIONS

We propose the dual feature aggregation network (DFAN)
that can strike a better trade-off between SR performance and
computational cost. The proposed dual feature aggregation
strategy (DFA) makes local and global feature aggregations
adaptively. Through feature reuse, it could improve feature
utilization and representation ability. Benefitting from DFA,
our network achieves competitive performances with fewer
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HR Bicubic SRCNN FSRCNN VDSR

PSNR / SSIM

LapSRN IDN IMDN CARN FACEN

21.88 / 0.5510 23.69 / 0.7267 25.95 / 0.8431 25.50 / 0.7800

26.30 / 0.8082 27.22 / 0.8733 28.96 / 0.9169 28.77 / 0.9186 30.76 / 0.9526ppt3 from Set14

HR Bicubic SRCNN FSRCNN VDSR

PSNR / SSIM

LapSRN IDN IMDN CARN DFAN

20.60 / 0.5630 21.21 / 0.6496 21.57 / 0.6587 21.14 / 0.6556

20.48 / 0.6251 21.67 / 0.6787 21.59 / 0.7002 21.64 / 0.6751 22.82 / 0.7206img030 from Urban100

Fig. 4. Visual results for 4× SR with BI model.

parameters and lower computational complexity, which is
more practical for real applications.
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