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Abstract—Driven by profit incentives, spammers deliberately 
post fake reviews to promote or demote the reputation of online 
stores or products. As review spamming behaviors spread fast 
in e-commerce domain, spammers usually collaborate to write 
fake reviews to effect target products. Previous research mainly 
focuses on fake review detection and spammer detection using 
supervised machine learning techniques. In order to solve the 
problem of lack of supervised learning data for spammer 
detection, we propose a reviewer suspiciousness ranking 
algorithm based on community discovery and TrustRank. First, 
we use overlapping community discovery technology to find 
highly suspicious user communities as candidate spammer 
groups. Then we realize an improved algorithm 
CommunityRank based on initial value of suspiciousness of 
reviewer in candidate groups. Experiment results show that 
CommunityRank performs better than baseline methods in 
ranking of spammers and can effectively improve performance 
of spammer ranking in unsupervised environment. 
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I.  INTRODUCTION 
Large proportion of consumers rely on online reviews of 

products or stores to make purchase decisions [1], and opinion 
spam has been a long existing problem within Internet 
applications, especially in e-commerce websites, review 
websites, or APP stores [2]. Previous researches do lots of 
work utilizing supervised learning method with text features 
and reviewer behavior features [3,4]. In recent years, graph-
based methods are attracting more attention to identify 
spammers [5, 6]. Palla [7] points out the fact that a large 
number of overlapping community structures exist in nature 
and human society, discovers and verifies that the overlapping 
communities in various complex networks have important 
theoretical and application value. In the field of e-commerce 
reviews, there are many different categories and huge 
numbers of online stores and products waiting for consumers 
to choose or buy. At the same time, some shops or product 
owners hire "professional reviewers" to post fake reviews on 
target stores and products. When these spammers post opinion 
spam on the same target store (product), these spammers form 
an relationship. Let users act as nodes and user-user reviewing 
the same target relationship act as edges, these constitutes a 
graph of weighted users. Spammer users may involve in 

multiple fake reviewing tasks, and thus multiple spammers 
form a spammer community. 

In order to solve the problem of lack of labeled datasets, 
we propose a user suspiciousness transmission algorithm 
based on community discovery technology and TrustRank. 
First, by mining overlapping communities of user relationship 
graphs, the overlapping communities where each user is 
located are obtained; Then according to the characteristics of 
the overlapping communities and the characteristics of the 
reviews each reviewer posted, initial suspiciousness of user is 
obtained, so as to select the most likely spammer; Most 
suspicious nodes are used as seed nodes of the improved 
community discovery and TrustRank based user 
suspiciousness transmission algorithm. Finally the algorithm 
outputs the suspiciousness ranking list of all users. 

First, definition of communities and overlapping 
communities and the related algorithms of community 
discovery and overlapping community discovery  are 
introduced. Then a user suspiciousness transmission 
algorithm based on community discovery and TrustRank 
named CommunityRank is proposed. Finally, experiment and 
evaluation is performed using dataset from real world.  

II. COMMUNITY DISCOVERY 

A. Definition of Community and Overlapping Community  
First, definitions of community discovery and overlapping 

communities in graph theory are given. Let graph G = G(V, 
E), in which V is the node set and E is the edge set. 
Community discovery technique refers to identifying nc ( 1) 
communities in graph , so that the vertex 
set of each community  constitutes V. The community can 
be treated as a network structure with tight internal 
connections and sparse externals. 

If the intersection of the vertices of any two communities 
is empty, then C is called a non-overlapping community 
(disjoint communities); otherwise it becomes an overlapping 
community. In overlapping communities, a node belongs to 
multiple communities at the same time just like people 
participate in multiple QQ or WeChat groups. The network 
structure is similar to the diagram shown in figure 1. 
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Figure 1. Overlapping communities 

B. Comparison of Overlapping Community Discovery 
Algorithms 
The overlapping community discovery algorithm can be 

classified into three types: 
(1) Improved overlapping community discovery 

algorithm based on group penetration. For example, 
CPM algorithm [7], which finds overlapping 
communities in the network by looking for the 
maximum subgraph of k faction in the complex 
network. 

(2) Overlapping community discovery algorithm based 
on seed node diffusion, including LFM algorithm [8], 
GCE algorithm [9], etc. 

(3) Overlapping community discovery algorithm based 
on label propagation, including COPRA algorithm 
[10], SLPA algorithm [11] etc. 

We choose CPM algorithm for overlapping community 
discovery. CPM algorithm works well after selecting the 
appropriate parameter k (the size of the clique group). In the 
experiment, we set k = 4 which means a clique faction 
contains at least 4 nodes. Although finding all graph factions 
is a NP-hard problem, it is still very fast in real networks. 

III. USER SUSPICIOUSNESS RANKING BASED ON 
COMMUNITY DISCOVERY AND TRUSTRANK 

In this section, we proposed a user suspiciousness ranking 
algorithm based on community discovery and TrustRank 
called CommunityRank to generate the suspiciousness 
(opposite to reliability) of each node in the user graph in an 
unsupervised manner. First, we introduce the TrustRank 
algorithm. Then we use the overlapping community discovery 
algorithm CPM introduced in previous section to discover 
overlapping communities. Finally, we make use of the 
improved TrustRank-based algorithm to iteratively pass the 
suspiciousness of seed nodes to generate ranking of user 
suspiciousness. 

A. Introduction to TrustRank Algorithm 
TrustRank [12] is a semi-automated algorithm for trust 

prediction of target objects and is used to detect spam 
websites. The basic idea of the TrustRank algorithm is: if there 
are links between web pages, it means they have a trust 
relationship. The trust relationship between two web pages 
can be diffused through the link relationship in the network 
link topology. The use of TrustRank can measure the trust of 

a website. The higher TrustRank value of a website has, the 
higher the quality is of the website. The original TrustRank 
algorithm treats pages as nodes, and the reference relationship 
between pages as edges. The basic idea is: (1) High-quality 
pages generally do not link to spam pages, and spam pages 
always try to link to trust pages to increase their trust value. 
(2) The seed pages are all professional webpages, such as non-
profit-making websites and strictly managed websites whose 
pages will not link to spam pages. By giving high-quality seed 
nodes, the reputation value of the seed node and the reputation 
transition matrix between the nodes are used to transfer the 
reputation value, so that the reputation of the high-quality seed 
page is gradually transferred to the linked page. Finally, the 
spam page can be effectively detected. 

B. Suspiciousness Transmission Algorithm based on 
Community Discovery and TrustRank 
This section introduces an algorithm CommuniyRank that 

uses nodes discovered by overlapping communities as seed 
nodes and uses an improved transfer matrix to transfer the 
suspicion of nodes. 

The input of the algorithm is graph G in which its nodes 
are the reviewer users, and the edges are the relationships 
between users. Two users with the same target object (product 
or store) have a common review relationship, thereby forming 
an edge connection. The edge weights are calculated by the 
user relationship model. The output of the algorithm is the 
ranking result of the suspiciousness values of all nodes in 
graph G. 

Suspiciousness transmission algorithm CommuniyRank 
based on community discovery and TrustRank is described in 
algorithm CommuniyRank. 

The first step is to use the CPM algorithm to discover the 
communities that may exist in Graph G. The CPM algorithm 
can find overlapping communities, and each community 
contains several nodes with edge relationships. 

The second step is to use the discovered node community 
to find overlapping node sets. 

The third step is to calculate the initial value of 
suspiciousness for each node in the overlapping community 
set. This initial value reflects the suspicious degree of the seed 
node. The suspiciousness of the seed node is related to several 
factors, including the number of communities where the seed 
node is located, the size of the community where the seed node 
is located (the number of nodes included), and the review data 
of the seed node. Combining these factors, a computation 
model for the suspiciousness of seed nodes is defined in 
formula 1: 

(1) 

 
 is the suspiciousness function of the seed 

node s,  is the number of communities 
that node s involve,  is the normalization 
of size of community that node s involve. 

 is the suspiciousness measure of the 
review data of the seed node. It combines the content 
similarity, score consistency, and score burstiness of the seed 
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node to measure the suspiciousness of the seed node. 
Definition of the suspiciousness of the review data in s is 
shown in formula 2: 

 
 (2) 

 
In formula 2, the content_similarity(s) function calculates 

the content similarity of node s. It calculates the maximum 
similarity of users' reviews by analyzing text of the reviews 
posted by users. The rating_diverse(s) function calculates the 
rating diversity of node s. When the rating scores of the user 
corresponding to the node s are completely consistent, the 
score diversity is zero; when there are different scores (such 
as low and high scores at the same time), the score diversity is 
high. In general, high score diversity has higher credibility, 
while low score diversity has higher suspiciousness. The 
rating_burstiness(s) function calculates the rating burst of 
node s. When the score of the user corresponding to the node 
s increases explosively within a period of time (for example, 
multiple scores appear consecutively within a week), the user 
is more suspicious. ,  and are parameters used to 
control the weight of content similarity, rating diversity, and 
rating explosiveness of node s. In the experiment,  is setting 
to the same proportion which is 1/3. 

In the fourth step, topNNodes (s) sorts the overlapping 
nodes found in the second step according to the initial value 
calculated in the third step, and obtains the top N nodes as seed 
nodes. The number of seed nodes is a parameter variable N. 
In the following experiments, the effect of the size of N will 
be discussed. 

The fifth step is to normalize the obtained seed vector s so 
that the initial suspiciousness value is between 0 and 1, and 
limit their sum to 1. 

The sixth step is to use an improved algorithm based on 
TrustRank to pass the suspiciousness between nodes in an 
iterative manner. At each iteration, the suspiciousness of each 
node is distributed from one node to its neighbors, and the 
distribution of the transfer value is specified by the transition 
matrix T.  is the attenuation coefficient set to 0.85, which is 
a parameter value commonly used in the transfer algorithm 
based on PageRank and TrustRank. The final score vector p is 
the suspiciousness of each node. Suspiciousness of the seed 
node is transferred from its neighboring nodes until it reaches 
a given number of iterations M. 

The transition matrix T is defined in formula 3: 

 (3) 

 
In formula 3, T is the transition matrix which defines the 

probability to transfer suspiciousness from node u to v. u and 
v are nodes from reviewer graph G. E is the edge set of 
reviewer graph G. When node u and v don’t have common 
reviewed products or stores, then the value is 0 in transition 
matrix. adj(u) is set of the adjacent node of u. c(u,v) is the 
number of products (stores) u and v commonly reviewed. 
relation(u,v) is the function of relation between u and v. 
relation(u,v) is defined in formula 4: 

 (4) 

rating_sim(u,v) is the rating similarity between u and v, 
date_sim(u,v) is the review date similarity between u and v. 

 is the weight of rating similarity and date similarity. 
Initially, we set   to 0.5.  

In the seventh step, the suspiciousness vector of nodes in 
the graph is returned. 

 
Algorithm . CommuniyRank  

Input reviewer graph G, reviewer as node, relationship 

between reviewers as edge   

Output: Suspiciousness ranking of nodes in G 

1 communities = CPM(G) 

2 o= findOverlappedNodes(communities) 

3 for node in o: 

s(i) = initSeeds(node) using formula 1, 2 

4 s = topNNodes(s) 

5 s  , p = s 

6 for  1 M 

    p =  using formula 3, 4 

7 return p 

 

IV. EXPERIMENT AND EVALUATION 

A. Dataset 

TABLE 1. ANNOTATED DATASET STATISTICS 

category #reviews #user #hotels 
#reviews 

Per  
user 

#reveiews 
per hotel 

Spammer 2411 239 442 10.1 5.5 
Non-

spammer 2610 428 369 6.1 7 

All 5021 667 536 7.5 9.4 
 

The statistical information of annotated dataset is shown 
in table 1. First, all reviews of 580 hotels are crawled from the 
public review website dianping.com. The total number of 
reviews is 112836, of which 94937 users participated, and the 
average number of reviews per hotel is 194. Second, we select 
users with more than 4 common target products(stores) 
reviews for annotation. Before labeling, first we use 
traditional content-based methods to calculate several index 
of reviews (such as the user has multiple reviews with high 
similarity or consecutive high-rating reviews, etc.), then 
manual labeling is performed. We don’t label reviews but 
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users with genuine and fake. Finally, 239 fake users 
(spammers) and 428 genuine users are annotated.  

B. CommunityRank Results Evaluation with Baselines 
Because the user suspiciousness ranking algorithm 

CommunityRank is an unsupervised algorithm, in the 
experiment, we select several classical unsupervised 
algorithms and the latest research to compare with the 
algorithm we proposed. SCAN [13] is an important algorithm 
in the field of community discovery, which can be used to 
discover fake user groups from user graphs. FraudEagle[14] 
and SpEagles[15] are proposed by Akoglu et.al. to sort users 
and reviews based on Markov random fields, which use 
subgraphs derived from reviews and products and user 
information to cluster graphs to get ranked list of spammers 
sorted by the degree of spamming. GSLDA [16] is an 
unsupervised algorithm for group spamming detection based 
on LDA proposed by Wang. It uses the LDA algorithm in text 
mining to obtain closely related group spammers, and then 
uses LDA clustering to extract highly suspicious user groups. 
For spammer detection problem, the quality at the top of the 
ranking results are more important, so we utilize precision@k 
to evaluate and compare the performance of our algorithm 
with baselines. It evaluates the returned k results, and divides 
the number of returned correct results by k to obtain the 
accuracy of the first k results. The results are shown in figure 
2. 

 
Figure 2. Precision@k comparison between CommunityRank and baselines  

CommunityRank uses community overlapping seeds as 
the initial seeds. As figure 2 is shown, CommunityRank 
algorithm we proposed performs better than baseline methods 
at every k of precision@k ranking. CommunityRank proposed 
in this paper can achieve more than 95% in precision at the 
top 20 users and nearly 90% of precision@80. Although the 
rate of decline in precision has accelerated in the next 100 
users, it remains above 70% in precision@k. In addition to 
using LDA to generate clusters, GSLDA also uses SCAN to 
generate candidate groups. The precision@20 can reach up to 
90%, and the precision@20 of the remaining methods 
(FraudEagle, SpEagle, Scan) is between 70% and 80%, but 
when more users are listed (k> 60), the decline of precision is 
obvious. Because the SCAN algorithm cannot identify 
overlapping communities, and the precision of the algorithm 
depends heavily on the selection of parameters, the 
precision@k of SCAN is below 60% when k>100. 

FraudEagle and SpEagle performs similarly, but SpEagle is 
faster.  

C. Evaluation of Influence of Seeds Amount 
In the experiment, the influence of the number of seeds to 

the proposed algorithm CommunityRank is examined. We 
select 10, 15, 20 (equivalent to 4%-8% of the labeled data set) 
seeds to investigate its precision@k. We use three types of 
seed selection methods which include overlapping community 
seeds (OCS), non-overlapping community seeds (NOCS) and 
random seeds (RS). Obviously, the results in figure 3-5 show 
that, as the number of seeds get larger, the algorithm performs 
more effectively corresponding to the three seed selection 
methods. The precision@k value of 20 seeds is obviously 
higher compared with 15 seeds of whatever the three types of 
seeds, and the precision is much higher (more than 10%) than 
that of 10 seeds. This is mainly because more seed nodes can 
transfer suspiciousness in a larger range, and too few seed 
nodes limit the community expansion ability of overlapping 
seeds when seeds are of type OCS and NOCS. 

 

 
Figure 3. The influence of number of seeds of overlapping communities 

(OCS) to the ranking results. 

 
Figure 4. The influence of the number of non-overlapping community 

seeds (NOCS) to the ranking results 

As to the case of random seeds, different seed numbers 
have less effect to the sorting results. Although more seed 
numbers will improve the precision, they will also be affected 
by the random selection of seeds, resulting in the suppression 
of the impact of the number of seeds. 10 random seeds get the 
worst ranking results. 
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Figure 5. The influence of the number of random seeds (RS) to the ranking 

results 

V. CONCLUSIONS 
In order to solve the problem of lack of supervised learning 

data for spammer detection, we propose a reviewer 
suspiciousness ranking algorithm based on community 
discovery and TrustRank algorithm: CommunityRank. First, 
targeting the group spamming behavior of professional users, 
communities of highly suspicious users are first discovered by 
using the overlapping community discovery technology. 
Reliable seed nodes are provided for the suspiciousness 
transfer algorithm based on TrustRank. Through community 
discovery and computation of initial suspiciousness of seed 
nodes, we realize automatic selection of nodes which reduces 
the randomness and unreliability of seed selection. 
Experiments show that, comparing with the baseline 
algorithm, CommunityRank can effectively sort the users 
according to the suspiciousness of the user graph nodes. The 
results returned can be used to find most suspicious spammers 
and can act as training data of supervised learning models to 
solve the problem of lacking of annotated data. 
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