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   Abstract—This  paper  investigates  the  fixed-time  stability
theorem  and  state-feedback  controller  design  for  stochastic
nonlinear systems. We propose an improved fixed-time Lyapunov
theorem  with  a  more  rigorous  and  reasonable  proof  procedure.
In particular, an important corollary is obtained, which can give a
less conservative upper-bound estimate of the settling time. Based
on  the  backstepping  technique  and  the  addition  of  a  power
integrator  method,  a  state-feedback  controller  is  skillfully
designed  for  a  class  of  stochastic  nonlinear  systems.  It  is  proved
that  the  proposed  controller  can  render  the  closed-loop  system
fixed-time  stable  in  probability  with  the  help  of  the  proposed
fixed-time  stability  criteria.  Finally,  the  effectiveness  of  the
proposed controller is demonstrated by simulation examples and
comparisons.
    Index Terms—Fixed-time  stability,  Lyapunov  theorem,  state-
feedback control, stochastic nonlinear systems.
  

I.  Introduction

A S  is  well-known,  many  practical  systems  are  nonlinear;
e.g.,  robot  systems,  inverted  pendulums,  tunnel  diode

circuits,  etc.  The  controller  design  of  nonlinear  systems  has
attracted  increasing  attention  in  the  past  few  decades  and
many  useful  tools  have  emerged  [1]−[10];  for  example,  the
backstepping technique [1], the addition of a power integrator
method  [2],  the  Lyapunov  function  criteria  method  [3],  the
prescribed performance control (PPC) method [4]−[6], and so
on.  Since  stochastic  noises  extensively  occur  in  real
engineering  field,  the  investigation  of  stochastic  nonlinear
systems  is  necessary  and  significant.  Due  to  good  transient
response  performance,  the  backstepping  technique  has  been
successfully extended to stochastic nonlinear systems in [11],
which  together  with  basic  stochastic  stability  theories
[12]−[14]  allows  for  remarkable  developments  on  the
controller design and analysis of stochastic nonlinear systems;
see, [15]−[25] and the references therein.

Considering  the  faster  convergence  speed,  higher  accura-
cies,  and  better  disturbance  rejection  ability  of  finite-time

stability, it is rather meaningful to ensure stochastic nonlinear
systems converge in finite time. To this end, [26]−[29] made
the  first  attempt  to  establish  the  definitions  of  finite-time
stability  for  stochastic  nonlinear  systems  and  obtained  the
related  Lyapunov  theorems.  Then,  based  on  the  finite-time
stability theory,  the finite-time controller design has obtained
many results  in  [30]−[35] for  stochastic  nonlinear  systems in
various  structures.  In  [36],  a  general  Lyapunov  theorem  of
stochastic  finite-time stability  and some important  corollaries
with  more  general  conditions  were  further  presented.
Recently,  a  definition  of  semi-global  finite-time  stability  in
probability  was  presented  in  [37]  and  a  related  stochastic
Lyapunov theorem was established to state-feedback stabilize
stochastic nonlinear systems with full-state constraints.

However,  the  bound  estimate  of  the  settling  time  in  finite-
time  control  is  dependent  on  system  initial  states.  This
impedes  its  practical  applications  since  the  estimate  of  the
settling  time  and  desirable  characteristics  cannot  be  derived
without  knowledge  of  initial  conditions.  As  an  evolution  of
the  finite-time  control,  the  fixed-time  control  whose  settling
time  estimate  is  independent  of  a  system’s  initial  states  has
gradually attracted scholars’ attention.  In [38],  the fixed-time
control technique was used to handle stability issues of linear
systems.  Since  then,  fixed-time  control  was  frequently
considered for deterministic systems in [39]−[42].

For a stochastic nonlinear system, the fixed-time prescribed
performance on the output tracking error was investigated by
developing a novel performance function and using traditional
Lyapunov bounded in probability stability [43]. Motivated by
finite-time stability in probability using the Lyapunov criteria,
the authors established the concept of fixed-time stability and
used  the  Lyapunov  theorem  for  stochastic  nonlinear  systems
in  [44].  Then,  [45]  used  it  to  study  the  global  fixed-time
stabilization of switched stochastic nonlinear systems and [46]
considered  stochastic  pure-feedback  nonlinear  systems.  In
[47],  the  fixed-time  controller  was  designed  for  stochastic
interconnected  nonlinear  large-scale  systems.  However,  the
obtained  upper-bound  of  the  settling  time  is  conservative  in
[44]−[47].  Motivated  by  the  above  discussions,  two  natural
issues  arise:  Can  we  further  improve  the  proof  of  the  fixed-
time Lyapunov theorem in [44]? How do we use it to stabilize
stochastic  nonlinear  systems with  a  less  conservative  settling
time?

This  paper  aims  to  solve  the  above  two  issues.  The
contributions are listed as follows:

1)  An  improved  fixed-time  Lyapunov  theorem  with  more
reasonable and rigorous proof is given for stochastic nonlinear
systems.
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2)  A  corollary  with  a  less  conservative  bound  estimate  of
the settling time is obtained.

3) Based on the backstepping technique and the addition of
a  power  integrator  method,  a  state-feedback  controller  is
skillfully designed for a class of stochastic nonlinear systems.
By using the proposed fixed-time stability criteria, it is proved
that the proposed controller guarantees the closed-loop system
to be fixed-time stable in probability.

The remainder of this paper is organized as follows. Section II
gives  the  preliminaries.  A  fixed-time  stability  theorem  is
given  in  Section  III.  In  Section  IV,  the  state-feedback
controller  is  designed  and  analyzed.  Section  V  shows  an
example, which is followed by Section VI to end this paper.

R+

Ri

XT

∥X∥ Tr{X}
Ci

K

K∞ γ(x) K
γ(x)→∞ x→∞

Notations: Throughout the whole paper,  is the set of the
non-negative  real  numbers;  stands  for i-dimensional
Euclidean space;  denotes the transpose of a given vector or
matrix X and  denotes  its  Euclidean  norm  with 
being its trace when X is square;  represents the family of all
the functions with continuous ith partial derivatives; a class 
function  is  continuous,  strictly  increasing  and  vanishes  at
zero;  is the set of all functions  which are of class 
and radially unbounded (  as ).  

II.  Mathematical Preliminaries

Consider stochastic nonlinear system
 

dx = f (x)dt+g(x)dω, ∀x(0) = x0 ∈ Rn (1)
x ∈ Rn

{Ω,F ,P} F
f (x) Rn→ Rn Rn→ Rn×r

f (0) = 0
g(0) = 0

where  is  the  system  state; ω is  an r-dimensional
standard  Wiener  process  defined  on  a  complete  probability
space , where Ω is a sample space,  is a σ-field and
P is the probability measure; :  and g: 
are  Borel  measurable  continuous  functions  with  and

.  This  means  that  system  (1)  has  a  trivial  zero
solution.

C2 V(x) ∈ Rn LV
LV

LV(x) = ∂V(x)
∂x f (x)+ 1

2Tr{gT (x) ∂
2V(x)
∂x2 g(x)}

1
2Tr{gT ∂2V

∂x2 g}

Definition 1 [12]: For a  function ,  denote 
as the differential operator of V. Then  with respect to sys-
tem (1) is given by ,
where the term  is called the Hessian term.

x(t; x0) x0 ∈ Rn

Definition 2 [30], [36]: The trivial solution of system (1) is
said to be finite-time stable in probability, if system (1) admits
a solution  for any initial value  and satisfies

x0 ∈ Rn \ {0} τx0 = inf{t ≥ 0; x(t; x0) =
0}

P{τx0 <∞} = 1

i)  Finite-time attractiveness in probability:  For every initial
value , the first hitting time 

,  called  the  stochastic  settling  time,  is  almost  surely  finite,
i.e., ;

ε ∈ (0,1)
r > 0 δ(ε,r) > 0 P{|x(t; x0)| < r, for
all t ≥ 0} ≥ 1−ε |x0| < δ

ii)  Stability  in  probability:  For  every  pair  of  and
,  there  exists  a  such  that 

, whenever ;
x(t+τx0 ; x0) = 0 ∀t ≥ 0iii) , a.s., .

E(τx0 ) ≤ T0
∀x0 ∈ Rn \ {0} T0

Definition 3 [44]: The trivial solution of system (1) is called
fixed-time  stability  in  probability,  if,  i)  the  trivial  solution  is
finite-time  stable  in  probability;  ii) ,  for

, where  is a positive constant and independent
of the initial values.

V(x) ∈ C2 LV(x) ≤
0

Lemma  1  [36]: Assume  that  there  exists  a  nonnegative,
radially unbounded Lyapunov function .  If 
, then system (1) has a global solution for any initial data.

C2 V : Rn→ R+
K∞ π1 π2 x ∈ Rn t ≥ 0

Lemma  2  [15]: For  system  (1),  suppose  there  exists  a
positive definite,  Lyapunov function  and two

-class functions  and  such that for all  and ,
 

π1(∥x∥) ≤ V(x) ≤ π2(∥x∥), LV(x) ≤ −W(x) (2)
W(x)

P{limt→∞W(x(t)) = 0} = 1 ∀x0 ∈ Rn

where  is  a  nonneagtive  continuous  function.  Then,  the
trivial  solution  of  system (1)  is  globally  stable  in  probability
and , .

We present some lemmas to end this section.
x,y

a(·)
a(·)xmyn ≤ b|x|m+n+ n

m+n

(
m+n

m

)−m
n a

m+n
n (·)b−m

n |y|m+n

Lemma 3 [2]: For any real  variables ,  positive numbers
m, n, b and  nonnegative  continuous  function ,  it  holds

.
x,y ∈ R |x+ y|p ≤ 2p−1|xp+ yp|

(|x|+ |y|)
1
p ≤ |x|

1
p + |y|

1
p ≤ 2

p−1
p (|x|+ |y|)

1
p |x− y|p ≤ 2p−1|xp−

yp| |x
1
p − y

1
p | ≤ 2

p−1
p |x− y|

1
p p ≥ 1 (x1+ · · ·+ xn)p ≤

max{np−1,1}(xp
1 + · · ·+ xp

n ) p > 0 x1, . . . , xn ∈ R

Lemma  4  [8]: For ,  one  has ,
, 

,  for  and 
 for any  and .

η(·) : R→ R ϕ(·) : Rn→ R
x(t) := x(t; x0)

Lemma 5 [26]: Assume that  and 
are two smooth functions and  is the solution of
system (1), then, it holds
 

d[η(ϕ(x))] =
dη
dϕ

d(ϕ(x))+
1
2

d2η

dϕ2 Tr
{
(
∂ϕ

∂x
g)T (
∂ϕ

∂x
g)

}
dt. (3)

  

III.  Lyapunov Theorem of Fixed-Time Stability

A Lyapunov theorem on fixed-time stability with a rigorous
proof is given for stochastic nonlinear systems.

γ > 0
r ϵ

0
1
γ(s) ds ≤ M

0 < ϵ < +∞ γ′(s) ≥ 0 s > 0
C2

V : Rn→ R+

Theorem  1: Consider  system  (1).  Suppose  there  exists  a
continuous  differentiable  function ,  for
any  and  for  any ,  and  there  also
exists  a  positive  definite,  and  radially  unbounded
Lyapunov function  such that
 

LV(x) ≤ −γ(V(x)) (4)

E(τx0 ) ≤ M ∀x0 ∈ Rn \ {0}

where M is  a  positive  constant,  then,  the  trivial  solution  of
system  (1)  is  fixed-time  stable  in  probability  and  the
stochastic settling time satisfies , for .

LV(x) ≤ 0
x0 ∈ Rn

x(t; x0) V(x)

K∞ π1 π2
π1(∥x∥) ≤ V(x) ≤ π2(∥x∥) W(x) = γ(V(x))

Proof: Firstly, from (4), one gets , which together
with  Lemma  1  shows  that  for  each ,  there  exists  a
global continuous solution  to system (1). Since  is
positive definite and radially unbounded, according to Lemma
4.3 of [3], one can find two class  functions  and  such
that .  By  defining  in
Lemma 2, one can get that the trivial solution of system (1) is
globally stable in probability.

Now,  we  aim  to  prove  the  trivial  solution  is  finite-time
attractive in probability.

x(0) = x0 = 0 LV(x) ≤ 0 V(x) ≥ 0
V(x(t; x0))

{Ft}t≥0
π1(∥x∥) ≤ V(x) x(t; x0) = 0 t ≥ 0

When , it follows from  and 
that  is  a  nonnegative  continuous  supermartingale
with filtration . This together with Lemma 3 in [36] and

 implies  a.s., for all .
x0 ∈ Rn \ {0} k ∈ {2,3,4, . . .}

x0 ∈ ( 1
k ,k)

When ,  there  exists  such  that
. Define the stopping time sequence as

 

τk = inf
{
t ≥ 0 : ∥x(t; x0)∥ < (

1
k
,k)

}
(5)

 

τ1k = inf
{
t ≥ 0 : ∥x(t; x0)∥ ∈ [0,

1
k

]
}
. (6)
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τ∞ = τ1∞
τ∞ = limk→∞ τk τ1∞ = limk→∞ τ1k

It is clear that when the solution is global, one has 
a.s.,  with  and .  Define  a
function
 

η(V(x)) =
w V(x)

0

1
γ(s)

ds, V(x) ∈ [0,+∞). (7)

According to Lemma 5, one has
 

d[η(V(x))] =
dη
dV

d(V(x))+
d2η

2dV2 Tr
{
(
∂ϕ

∂x
g)T (
∂ϕ

∂x
g)

}
dt (8)

x ∈ Rnfor .  Moreover,  from  system  (1)  and  Itô’s  formula,  it
holds
 

dV(x) =LV(x)dt+
∂V
∂x

g(x)dω (9)

γ′(s) ≥ 0which together with , (4) and (8) shows
 

d[η(V(x))] =
dη
dV
LV(x)dt+

dη
dV
∂V
∂x

g(x)dω

+
d2η

2dV2 Tr
{
(
∂ϕ

∂x
g)T (
∂ϕ

∂x
g)

}
dt

=
LV(x)
γ(V(x))

dt+
1

γ(V(x))
∂V
∂x

g(x)dω

− γ
′(V(x))

2γ2(V(x))
Tr

{
(
∂ϕ

∂x
g)T (
∂ϕ

∂x
g)

}
dt

≤ LV(x)
γ(V(x))

dt+
1

γ(V(x))
∂V
∂x

g(x)dω

≤ −dt+
1

γ(V(x))
∂V
∂x

g(x)dω. (10)

∥x∥ ∈ ( 1
k ,k) [0, t∧τk]For any k and , integrating (10) on  and

taking expectations on both sides, one obtains
 

E[η(V(x(t∧τk)))]−E[η(V(x0))] ≤ −E(t∧τk)

+E
w t∧τk

0

1
γ(V(x(s; x0)))

∂V
∂x

g(x(s; x0))dω(s). (11)

1
γ(V(x))

∂V
∂x g(x) 1

k <

∥x∥ < k
Noting  that  is  bounded  in  the  domain 

, we have
 

E
w t

0

I{s ≤ τk}
γ2(V(x(s; x0)))

∣∣∣∣∣∂V∂x g(x(s; x0))
∣∣∣∣∣2ds <∞

I{·}where  denotes the indicator function. This together with
 

E
w t∧τk

0

1
γ(V(x(s; x0)))

∂V
∂x

g(x(s; x0))dω(s)

= E
w t

0

I{s ≤ τk}
γ(V(x(s; x0)))

∂V
∂x

g(x(s; x0))dω(s)

implies
 

E
w t∧τk

0

1
γ(V(x(s; x0)))

∂V
∂x

g(x(s; x0))dω(s) = 0 (12)

from Theorem 3.2.1 of [13].
Considering (11) and (12), one has

 

E[η(V(x(t∧τk)))] ≤ E[η(V(x0))]−E(t∧τk). (13)
η(V(x)) ≥ 0Since , one gets from (13) that

 

E(t∧τk) ≤ E[η(V(x0))] = η(V(x0)).

t,k→∞ τ∞ = τ1∞
E(τ∞) = E(τ1∞) ≤ η(V(x0))

τx0 = inf{t ≥ 0; x(t; x0) = 0} = limk→∞ τ1k = τ1∞

Letting ,  by  Fatou  Lemma  and  a.s.,  one
has .  Considering  the  definition

 a.s.,  it  is
obvious that
 

E(τx0 ) = E(τ1∞) ≤ η(V(x0)) =
w V(x0)

0

1
γ(s)

ds ≤ M (14)

P{τx0 <∞} = 1which  shows ;  i.e.,  the  solution  is  finite-time
attractive in probability.

V(x(t; x0))
Vτx0
= V(x(τx0 ; x0)) = 0

Vt+τx0
= 0 ∀t ≥ 0

0 ≤ π1(∥x∥) ≤ V(x)

Recalling  is a nonnegative continuous supermar-
tingale with  and Lemma 3 in [36], it is
easy  to  get  a.s., .  On  the  other  hand,  since

, it holds
 

x(t+τx0 ; x0) = 0, a.s., ∀t ≥ 0

which means Condition iii) in Definition 2 holds.

E(τx0 ) ≤ M ∀x0 ∈ Rn

Thus, from Definition 2, one obtains that the trivial solution
of  system  (1)  is  finite-time  stable  in  probability  with

, .  Since M is  a  positive  constant
independent  of  initial  values,  one gets  from Definition 4 that
the trivial solution is fixed-time stable in probability. ■

r T (x0)
0

∂V
∂x

g(x)
γ(V(x)) dω

E[
r T (x0)

0
∂V
∂x

g(x)
γ(V(x)) dω] = 0

r T (x0)
0

∂V
∂x

g(x)
γ(V(x)) dωr T (x0)

0
∂V
∂x

g(x)
γ(V(x)) dω

E[
r T (x0)

0
∂V
∂x

g(x)
γ(V(x)) dω] = 0 E[F(V(x(T (x0))))] = 0

T (x0)

T (x0)

Remark  1: For  the  fixed-time  Lyapunov  theorem  of
stochastic  nonlinear  systems,  Theorem  1  in  this  paper
improves the unreasonable parts of the proof procedure given
by [44]. Firstly, only when  is a martingale,

. But in fact,  is only
a local martingale. Hence, without proving 
a  martingale,  it  is  not  correct  and  reasonable  to  use

 to  prove .
Secondly, the authors in [44] obtained the proof by integrating
the  related  equation  from  0  to ,  which  leads  to  the
conclusion  cannot  hold  generally;  see  [27]  for  a  counter
example, where  is the settling time used in [44].

We give a useful corollary of Theorem 1 as follows.

C2 V(x)
α > 0 β > 0 0 < p < 1 q > 1

Corollary  1: For  system  (1),  if  there  exists  a  positive
definite,  and radially unbounded Lyapunov function ,
real numbers , ,  and  such that
 

LV(x) ≤ −αV p(x)−βVq(x), ∀x ∈ Rn (15)
then,  the  trivial  solution  of  system (1)  is  fixed-time stable  in
probability and the stochastic settling time satisfies
 

E(τx0 ) ≤ (α/β)
1−p
q−p

α(1− p)
+

(α/β)
1−q
q−p

β(q−1)
, ∀x0 ∈ Rn \ {0}. (16)

γ(V(x)) γ(V(x)) = αV p+

βVq ≥ 0 γ′(V(x)) = αpV p−1+βqVq−1 ≥ 0
0 < ϵ < +∞

Proof: Choose  in  Theorem  1  as 
,  then, .  Furthermore,

for , it can be verified that
 

E(τx0 ) ≤
w ϵ

0

1
γ(V)

dV =
w ϵ

0

1
αV p+βVq dV

≤
w ε

0

1
αV p+βVq dV +

w ∞
ε

1
αV p+βVq dV

≤ 1
α(1− p)

V1−p|ε0+
−1
β(q−1)

Vq−1|∞ε

=
ε1−p

α(1− p)
+
ε1−q

β(q−1)
(17)
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ε > 0

ε = (α/β)
1

q−p

where  is a design constant. Thus, considering Theorem 1
and (15),  one  says  the  trivial  solution  of  system (1)  is  fixed-
time stable  in  probability.  By choosing ,  one can
get a settling time that satisfies (16). ■

τx0

T0 =
(α/β)

1−p
q−p

α(1−p) +

(α/β)
1−q
q−p

β(q−1) ≤
1

α(1−p) +
1

β(q−1) = T1

Now,  we  aim  to  prove  that  the  upper-bound  estimation  of
the  settling  time  is  less  conservative  than  that  given  by

[44].  To  prove  this  point,  one  needs  to  prove 

.
Set

 

f (ε) =
ε1−p

α(1− p)
+
ε1−q

β(q−1)

f ′(ε) = ε
−p

α +
ε−q

β f ′(ε) = 0
ε∗ = (α/β)

1
q−p ε <

(α/β)
1

q−p f ′(ε) < 0 ε > (α/β)
1

q−p f ′(ε) > 0
f (ε) fmin = f (ε = (α/β)

1
q−p ) =

T0 T0 ≤ T1 = f (ε = 1) α = 1
4

β = 1 p = 2
3 q = 2 T0 = 11.3137 < 13 = T1

then, . When letting , one gets the extr-
eme point . It is obvious from Fig. 1 that for 

,  and  for , .  This  imp-
lies that the minimum value of  is 

.  Hence, .  For  example,  choosing ,
,  and , one can obtain ;

see, Fig. 1 for details.
 

0 2 4 6 8 10
8
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14

16

18

20

22

24

26

28

30

T0 = fmin, ε = (1/4)3/4 = (α/β)(1/(q−p))

T1, ε = 1

ε

f (
ε)

 
f (ε)Fig. 1.     The response of .  

IV.  State-Feedback Control for Stochastic
Nonlinear Systems

Consider the stochastic nonlinear systems
 

dxi = xi+1dt+ fi(x̄i)dt+gi(x̄i)dω

dxn = udt+ fn(x̄n)dt+gn(x̄n)dω (18)
i = 1,2, . . . ,n−1 xi ∈ R u ∈ R

x̄i = (x1,
x2, . . . , xi)T

fi(x̄i) : Ri→ R gi(x̄i) : Ri→ R1×r

fi(0) = 0 gi(0) = 0

where ;  and  are  system
measurable  states  and  control  input,  respectively; 

; ω is  defined  as  those  in  (1);  the  drift  terms
 and  the  diffusion  terms  are

unknown smooth functions with  and .
For system (18), impose the assumption as:

fi(x̄i) gi(x̄i)

f̄i(x̄i) ḡi(x̄i)

Assumption  1: For  smooth  functions  and  in
system (18), there exist known nonnegative smooth functions

 and  such that
 

| fi(x̄i)| ≤ f̄i(x̄i)
i∑

j=1

|x j|, ∥gi(x̄i)∥ ≤ ḡi(x̄i)
i∑

j=1

|x j|.

f (x) g(x)

f (x) g(x)

Remark 2: The conditions  that  guarantee  the  existence  and
uniqueness  of  the  solution  to  system  (18)  are:  and 
satisfies  the  linear  growth  condition  and  the  local  Lipschitz
condition.  For  system  (18),  and  are  smooth
functions,  which  naturally  satisfy  the  local  Lipschitz
condition.  Assumption  1  is  similar  to  the  linear  growth
condition,  which  together  with  the  local  Lipschitz  condition
guarantees that the considered system has an unique solution.
This  is  the  basis  of  investigating  the  controller  design  and
stability analysis.  

A.  Controller Design
The following coordinate transformation is given to start the

design procedure:
 

z1 = x
1
r1
1 , zi = x

1
ri
i − x∗

1
ri

i , i = 2,3, . . . ,n (19)
x∗2, x

∗
3, . . . , x

∗
n

r j := 2µ−2 j+3
4µ+5 j = 1,2, . . . ,n+1 µ ≥ 1

r j

where  are  virtual  control  laws to be determined;
 ( )  are  parameters  with 

being an integer. The properties of  are listed as follows:
 

0 < rn+1 < rn < · · · < r2 < r1 <
1
2

ι = r1− r2 = · · · = rn− rn+1 =
2

4µ+5
< 1

ri+1

ri
=

2µ−2i+1
2µ−2i+3

>
1
2
, i = 1, . . . ,n.

(20)

p0 = 4− r1+ r2
σi > ι = r1− r2

For  better  reading,  we  denote  and
 in  the  following  parts  and  show  the  design

procedure through n recursive steps.

V1(x1) = r1
4 x

4
r1
1

Step  1: For  system  (18),  consider  the  Lyapunov  function

candidate .  In terms of (18), Definition 1, (19),
(20),  Assumption  1,  Lemma  3  and  Itô’s  rule,  one  can  verify
that
 

LV1 ≤ x
4−r1

r1
1 (x2+ f1)+

4− r1

2r1
x

4−2r1
r1

1 ∥g1gT
1 ∥

≤ z4−r1
1 x2+ |z1|4−r1 f̄1(x1)|x1|

+
4− r1

2r1
|z1|4−2r1 ḡ2

1(x1)|x1|2

≤ z4−r1
1 (x2− x∗2)+ z4−r1

1 x∗2+ (ϕ1+φ1)|z1|p0 (21)

ϕ1 = f̄1|z1|r1−r2 φ1 =
4−r1
2r1

ḡ2
1|z1|r1−r2where  and .

Then, we choose the first virtual control law as
 

x∗2(x1) = −zr2
1 β1(x1)

β1(x1) = c11+ϕ1(x1)+φ1(x1)+b1zσ1
1 (22)

which changes (21) into
 

LV1 ≤ −c11|z1|p0 −b1|z1|p0+σ1 + z4−r1
1 (x2− x∗2) (23)

c11 > 0 b1 > 0where  and  are design constants.
2 ≤ i ≤ n−1Step i ( ): We summarize the inductive step in a

proposition.
i−1

x∗2(x1) = −zr2
1 β1(x1) x∗3(x̄2) = −zr3

2 β2(x̄2), . . . ,
Proposition 1: If at Step ( ), there exist a series of virtual

control  laws , 
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x∗i (x̄i−1) = −zri
i−1βi−1(x̄i−1) C2

Vi−1 = V1+
∑i−1

j=2 U j U j =
r x j

x∗j
(s

1
r j − x∗

1
r j

j )4−r jds

 such  that  the  Lyapunov  func-

tions  with  are
positive definite, proper and satisfy
 

Vi−1 ≤ 2
(
z4

1+ · · ·+ z4
i−1

)
(24)

 

LVi−1 ≤ −
i−1∑
j=1

c j,i−1|z j|p0 −
i−1∑
j=1

b j|z j|p0+σ j

+ z4−ri−1
i−1 (xi− x∗i ) (25)

β1,β2, . . . ,βi−1
c j,i−1 b j

where  are  nonnegative  continuous  functions;
 and  are  positive  design  constants.  Then,  for  the ith

Lyapunov function
 

Vi = Vi−1+Ui, Ui =
w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)4−ri

ds (26)

it can be verified that
 

Vi ≤ 2
(
z4

1+ · · ·+ z4
i

)
(27)

 

LVi ≤ −
i∑

j=1

c j,i|z j|p0 −
i∑

j=1

b j|z j|p0+σ j

+ z4−ri
i (xi+1− x∗i+1) (28)

where the virtual control law is designed as
 

x∗i+1(x̄i) = −zri+1
i βi(x̄i)

βi(x̄i) = cii+ϕi(x̄i)+φi(x̄i)+bizσi
i (29)

ϕi φi

cii bi εi jk ε j+1,1 c ji = c j j−ε j+1,1−
∑4

k=2 εi jk j = 1, . . . ,
i−1

where  and  are nonnegative continuous design functions;
, , , ,  and  (

) are positive design constants.
Proof: See the Appendix.
Step n: By exactly following the design procedure at step i,

for Lyapunov function:
 

Vn = V1+

n∑
i=2

Ui, Ui =
w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)4−ri

ds (30)

one can construct the controller as
 

u(x̄n) = −zrn+1
n βn(x̄n) (31)

such that
 

Vn ≤ 2
n∑

i=1

z4
i , LVn ≤ −

n∑
i=1

cin|zi|p0 −
n∑

i=1

bi|zi|p0+σi (32)

βn = cnn+ϕn+φn+bnzσn
n cin = ci,i−εi+1,1−Σ4

k=2εnik >

0 i = 1,2, . . . ,n−1 cnn bn > 0 cnn > 0
ϕn φn

where ; 
 for , >0, ,  and  are  design

constants;  and  are nonnegative continuous functions.  

B.  Stability Analysis
The  following  theorem  shows  the  stability  given  by  the

designed controller.
Theorem 2: For the stochastic nonlinear system (18), under

controller  (31),  the  solution  of  the  closed-loop  system
consisting of (18), (19), (22), (29), and (31) can be ensured to
be  fixed-time  stable  in  probability  and  the  settling  time

satisfies
 

E(τx0 ) ≤ min
i=1,2,...,n

4(c/b)
4−p0
σi

c(4− p0)
+

4(c/b)
4−p0−σi
σi

b(p0+σi−4)

 (33)

b ≥maxi=1,2,...,n{n1− p0+σi
4 2−

p0+σi
4 b0} c ≥ 2−

p0
4 c0

c0 =mini=1,2,...,n{cin} b0 =

mini=1,2,...,n{bi}

where  and  are
positive  constants  with  and 

.
Vn C2

Vn ≤
2
∑n

i=1 z
4
i

Proof: Considering (30) and (32), it is obvious that  is ,
nonnegative,  radially  unbounded.  In  addition,  from 

 and Lemma 4, one verifies that
 

LVn ≤ −2−
p0
4 c0V

p0
4

n −n1− p0+σi
4 2−

p0+σi
4 b0V

p0+σi
4

n

≤ − cV
p0
4

n −bV
p0+σi

4
n (34)

c0 =mini=1,2,...,n{cin} b0 =mini=1,2,...,n{bi} c ≥ 2−
p0
4 c0

b ≥maxi=1,2,...,n{n1− p0+σi
4 2−

p0+σi
4 b0}

where , , 
and  are positive constants.

σi > r1− r2 p0 = 4− r1+ r2 r1− r2 > 0
0 < p0

4 < 1 p0+σi
4 > 1

α = c β = b p = p0
4 q = p0+σi

4

Since ,  and ,  it  is
obvious that  and . Thus, using Corollary 1
and letting , ,  and ,  one can obtain
that the solution of the closed-loop system is fixed-time stable
in probability and (33) holds. ■  

V.  Simulation Examples

Example  1: Consider  the  stochastic  simple  pendulum
system established by [32] as
 

dx1 = x2dt

dx2 = udt+ (−9.8sin(x1)−0.5x2)dt−0.1x2dω. (35)
f̄2 = 10

ḡ2 = 0.1
It can be verified that Assumption 1 is satisfied with 

and . By following the design procedure in Section V
exactly, one gets the state-feedback controller:
 

z1 = x
1
r1
1 , z2 = x

1
r2
2 − x∗

1
r2

2 (36)
 

x∗2 = −(c11+b1zσ1
1 )zr2

1 (37)
 

u = −zr3
2 (c22+ϕ2+φ2+b2zσ2

2 ) (38)

r1 =
41
85 r2 =

39
85 r3 =

37
85

σ1 =
1
5 σ2 =

1
3 c11 = 5 c22 = 2 b1 = 1 b2 = 1

ϕ2 = ϕ21+ϕ22+

ϕ23 ϕ21 = 0.0451 ϕ22 = 4.1971λ
338
255
11 |β1|

338
255 +4.22λ

169
147
11

ϕ23 = 9.0049(1+
√

1+β2
1)

338
301 (|z1|

1352
25585 + |z1|

676
25585 )+10

√
1+β2

1|z2|
2

85

φ2 = 0.081|β1|
14365
4212 +0.3859|z2|

122
85 β1 = c11+

zσ1
1 λ11 = 1.5061|β1|

47
39 |z1|

1
3 + 85

41 |β1|
85
39

b ≥ 0.47 c ≥ 0.502
E(τx0 ) ≤ 308.8

where  the  parameters  are  chosen  as , , ,
, , , , ,  and  the  other

constants during the controller design procedure are given by
1  in  simulation.  Then,  it  can  be  verified  that 

 with ;  and

;
in addition, , where 

 and . In addition, it can be
verified  that  and .  Then,  one  can  calculate

.
To  give  the  comparison,  we  show  a  simulation  from  two

cases.
x1(0) = 0.6 x2(0) = −1

x1(0) = 0.6 x2(0) = 10
Case  1: Different  initial  values ,  and

, .
x1(0) = 0.6 x2(0) = −1

E(τx0 ) ≤ 308.8 x1(0) = 0.6 x2(0) = 10

When  and ,  the  convergence  time  of
Example  1  is  almost  6  s  from Figs. 2 and 3,  which  satisfies

;  when  and ,  the  con-
vergence  time  of  Example  1  is  also  almost  6  s  from Figs. 4
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x1(0)
x2(0)

x2(0)

x1(0)

and 5.  This  means that  fixing ,  the convergence time of
system states and controller under different values of  are
almost  the  same.  Similarly,  when  fixing ,  the  conver-
gence  time  of  system  states  and  controller  under  different
values of  will not change too.

Case  2: To  show  the  difference  between  fixed-time  (FxT)
control  and  finite-time  control,  we  show the  finite-time  (FT)

controller given by [32] as
 

z1 = x
1
r1
1 , z2 = x

1
r2
2 − x∗

1
r2

2

x∗2 = −c11zr2
1

u = −zr3
2 (c22+ϕ2+φ2) (39)

ϕ2 φ2

x1(0) = 0.6 x2(0) = −1
x1(0) = 0.6 x2(0) = 10

x1
x2(0) = −1 x2(0) = 10

where  and  are shown as in [32]. In the comparison, we
choose all the constants to be the same as those in this paper.
The  initial  values  are  given  by ,  and

 and ,  respectively. Figs. 6 and 7 show
the effectiveness of the proposed controller. In particular, it is
clear that when fixing  and increasing the initial values from

 to , the settling time of FxT controller in
this paper is almost the same and around 6 s. But the settling
time of FT controller in [32] grows from 6 s to 12 s as the the
initial values increase.

Example 2: Consider
 

dx = (−1
2

x3− x
1
3 )dx+

1
2

x2dω.

V(x) = 1
2 x2If we choose , we have

 

LV = −x
4
3 − 3

8
x4 = −2

2
3 V

2
3 − 3

2
V2.
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α = 2
2
3 β = 3

2 p = 2
3

q = 2
E(τx0 ) ≤ 2.46 x0 = −6 x0 = 1 x0 = 10

E(τx0 ) ≤ 2.46

Using Corollary 1 and substituting , ,  and
 in (16), the system is fixed-time stable in probability and

. Choosing , ,  and ,  we can
see  from Fig. 8 that,  regardless  of  the  initial  values,  the
settling time is around 1.8 s satisfies .
 

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
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−2

0

2

4

6

8

10

Time (s)

x(
t)

x0 = −6
x0 = 1
x0 = 10

 
Fig. 8.     The response of Example 2.
   

VI.  Conclusions

In  this  paper,  the  Lyapunov  criteria  of  fixed-time  stability
for  stochastic  nonlinear  systems  has  been  improved.
Compared  with  existing  results,  the  upper-bound  estimate  of
the  settling  time  is  less  conservative  with  rigorous  and
reasonable analysis. In addition, with a backstepping design, a
state-feedback  controller  is  designed  for  stochastic  nonlinear
systems,  which  ensures  the  closed-loop  system  to  be  fixed-
time  stable  in  probability.  There  are  still  problems  to  be
investigated: i) Determining how to use the proposed stability
to give the output-feedback controller design for more general
stochastic  nonlinear  systems.  ii)  For  stochastic  nonlinear
systems with inverse dynamics, determining how to obtain the
fixed-time stability theorem and design the controller.  

Appendix

Proof  of  Proposition  1: Firstly,  from  (19),  (26)  and  Itô’s
rule, one has

 

∂Ui

∂xi
= z4−ri

i ,
∂2Ui

∂x2
i

=
4− ri

ri
z3−ri

i x
1
ri
−1

i

∂Ui

∂x j
= −(4− ri)

∂x∗
1
ri

i

∂x j

w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)3−ri

ds

∂2Ui

∂xi∂x j
=
∂2Ui

∂x j∂xi
= −(4− ri)

∂x∗
1
ri

i

∂x j
z3−ri

i

∂2Ui

∂x2
j

= −(4− ri)
∂2x∗

1
ri

i

∂x2
j

w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)3−ri

ds

+ (4− ri)(3− ri)
(∂x∗ 1

ri
i

∂x j

)2

×
w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)2−ri

ds

∂2Ui

∂x j∂xk
= −(4− ri)

∂2x∗
1
ri

i

∂x j∂xk

w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)3−ri

ds

+ (4− ri)(3− ri)
∂x∗

1
ri

i

∂x j

∂x∗
1
ri

i

∂xk

×
w xi

x∗i

(
s

1
ri − x∗

1
ri

i

)2−ri

ds (40)

j,k = 1, . . . , i−1 j , k Vi C2where  and . Obviously,  is , positive
definite  and  proper.  Moreover,  by  means  of  (24),  (26)  and
Lemma 4, one yields
 

Vi ≤ 2
i−1∑
j=1

z4
j + z4−ri

i (xi− x∗i )

≤ 2
i−1∑
j=1

z4
j + |zi|4−ri21−ri (x

1
ri
i − x∗

1
ri

i )ri

≤ 2
i∑

j=1

z4
j (41)

which means (27) holds.
On the other hand, from (18), Definition 1, (19), (25), (26)

and Itô’s rule, it can be verified that
 

LVi ≤ −
i−1∑
j=1

c j,i−1|z j|p0 −
i−1∑
j=1

b j|z j|p0+σ j +
∂Ui

∂xi
xi+1

+ z4−ri−1
i−1 (xi− x∗i )+

i−1∑
j=1

∂Ui

∂x j
(x j+1+ f j)

+
∂Ui

∂xi
fi+Tr

ḠT
i
∂2Ui

∂x̄2
i

Ḡi

 , (42)

Tr{ḠT
i
∂2Ui
∂x̄2

i
Ḡi} = 1

2
∑i−1

j,k=1, j,k
∂2Ui
∂x j∂xk

∥g jgT
k ∥ +

1
2
∑i−1

j=1×
∂2Ui
∂x2

j
∥g jgT

j ∥+
∑i−1

j=1
∂2Ui
∂xi∂x j

∥gigT
j ∥+

1
2
∂2Ui
∂x2

i
∥gigT

i ∥

where 

.
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Now, we focus on estimating the terms in (42).
Firstly, from (19), Lemmas 3 and 4, one arrives at

 

z4−ri−1
i−1 (xi− x∗i ) = z4−ri−1

i−1

(
(xi− x∗i )

1
ri

)ri

≤ 21−ri |zi−1|4−ri−1zri
i

≤ εi1|zi−1|p0 +ϕi1|zi|p0 (43)

ϕi1 =
ri
p0

( p0
(4−ri−1)εi1)−

4−ri−1
ri εi1 > 0where  and  is  a  design

constant.
Secondly, from (19), Lemmas 3 and 4, one obtains

 

|xi+1| ≤
(|zi+1+ |zi||βi|

1
ri+1

)ri+1

≤ |zi+1|ri+1 + |βi||zi|ri+1 . (44)
Together with Assumption 1, it can be verified that

 

| fi| ≤ f̄i(x̄i)
i∑

j=1

(
|z j|r j + |β j−1||z j−1|r j

)

≤ f̄i(x̄i)
i∑

j=1

l j(x̄ j)
(
|z j|r j + |z j|r j+1

)
(45)

where
 

l j(x̄ j) =

 s j+ s j+1, j = 1, . . . , i−1

s j, j = i

s j =max{1, |β j−1|} s0 = 1

j = 1, . . . , i−1

with  and . Furthermore, by applying a
similar  induction  argument  as  those  in  [9],  it  holds  for

 that
 ∣∣∣∣∣∣∂x∗

1
ri

i

∂x j

∣∣∣∣∣∣ ≤ λi1(x̄i−1)
i−1∑
j=1

|z j|1−r j (46)

λi1 ≥ 0where  is a continuous design function. Then, by means
of (40), (44)−(46) and Lemma 3, one has
 ∣∣∣∣∣∣ i−1∑

j=1

∂Ui

∂x j
(x j+1+ f j)

∣∣∣∣∣∣
≤

i−1∑
j=1

(4− ri)

∣∣∣∣∣∣∂x∗
1
ri

i

∂x j

∣∣∣∣∣∣z3−ri
i (xi− x∗i )(x j+1+ f j)

≤
i−1∑
j=1

λ̄i1|zi|3
( i−1∑

j=1

|z j|1−r j

)(
|z j+1|r j+1 + |β j||z j|r j+1

+ f̄ j

j∑
k=1

lk(|zk |rk + |zk |rk+1 )
)

≤
i−1∑
j=1

εi j2|z j|p0 +ϕi2(x̄i, θ̂)|zi|p0 (47)

λ̄i1(x̄i−1) = 2(4− ri)λi1 ϕi2where  and  are  nonnegative
continuous functions.

Thirdly, by combining (40), (45) with Lemma 3, one yields

 ∣∣∣∣∣∣∂Ui

∂xi
fi

∣∣∣∣∣∣ ≤ |zi|4−ri
(

f̄i
i−1∑
j=1

l j(|z j|r j + |z j|r j+1 )+ f̄ili|zi|ri
)

≤
i−1∑
j=1

εi j3|z j|p0 +ϕi3(x̄i)|zi|p0 (48)

εi j3

ϕi3 =
∑i−1

j=1
4−ri
p0

( p0
ri+1
εi j3)−

ri+1
4−ri ( f̄il j|z j|r j−ri+1 )

p0
4−ri +

∑i−1
j=1

4−ri
p0
×

( p0
ri+1
εi j3)−

ri+1
4−ri ( f̄il j|z j|r j+1−ri+1 )

p0
4−ri + f̄ili|zi|ri−ri+1

where  is  an  any  positive  design  parameter  to  be  chosen
and 

.
Finally, using similar induction proof of (46), one gets

 ∣∣∣∣∣∣∂2x∗
1
ri

i

∂x2
j

∣∣∣∣∣∣ ≤ λi3(x̄i−1)
i−1∑
j=1

|z j|1−2rλi, j (49)

 ∣∣∣∣∣∣ ∂2x∗
1
ri

i

∂x j∂xk

∣∣∣∣∣∣ ≤ λi4(x̄i−1)
i−1∑
j=1

|z j|1−2rλi, j (50)

λi, j =max{i, j} λi3 λi4where ;  and  are  nonnegative  smooth
functions. In addition, from Assumption 1 and (44), it holds
 

∥gi∥ ≤ ḡi(x̄i)
i∑

j=1

l j(x̄ j)(|z j|r j + |z j|r j+1 ) (51)

l jwhere  has been defined in (45).
Then,  by  adopting  (40),  (46),  (49)−(51),  Lemmas  3  and  4,

one can verify that
 

1
2

i−1∑
j=1

∂2Ui

∂x2
j

∥g jgT
j ∥

≤
i−1∑
j=1

(
2(4− ri)

∣∣∣∣∣∂2x∗
1
ri

i

∂x2
j

∣∣∣∣∣|zi|3+2(4− ri)(3− ri)

·
∣∣∣∣∣∂x∗

1
ri

i

∂x j

∣∣∣∣∣2|zi|2
)
ḡ2

j (
j∑

k=1

lk(|zk |rk + |zk |rk+1 ))2

≤
i−1∑
j=1

λ̄i5(x̄i)
( i−1∑

j=1

|z j|1−2rλi, j

) j∑
k=1

l2k |zk |2rk |zi|3

+

i−1∑
j=1

λ̃i5(x̄i)
( i−1∑

j=1

|z j|1−r j

)2 j∑
k=1

l2k |zk |2rk |zi|2

≤
i−1∑
j=1

εi j41|z j|p0 +φi1(x̄i)|zi|p0 (52)

λ̄i5 = 2(4− ri)max{ḡ2
j , j = 1, . . . , i−1} λ̃i5 = 2(4− ri)(3−

ri)max{ḡ2
j , j = 1, . . . , i−1} φi1

εi j51

where , 
 and  are  nonnegative  continuous

functions  with  being  a  positive  design  constant.  Thus,
similarly,  based  on  (40),  (46),  (49)−(51),  Lemmas  3  and  4,
one can further get
 ∣∣∣∣∣ i−1∑

j=1

∂2Ui

∂xi∂x j
∥gigT

j ∥
∣∣∣∣∣ ≤ i−1∑

j=1

εi j42|z j|p0 +φi2(x̄i)|zi|p0 (53)
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∣∣∣∣∣ i−1∑
j,k=1, j,k

∂2Ui

2∂x j∂xk
∥g jgT

k ∥
∣∣∣∣∣ ≤ i−1∑

j=1

εi j43|z j|p0 +φi3|zi|p0 (54)

 ∣∣∣∣∣12 ∂2Ui

∂x2
i

∥gigT
i ∥

∣∣∣∣∣ ≤ i−1∑
j=1

εi j44|z j|p0 +φi4(x̄i)|zi|p0 (55)

εi j52 εi j53 εi j54 φi2
φi3 φi4

Tr{ḠT
i
∂2Wi
∂x̄2

i
Ḡi} εi j4 =

∑4
k=1 εi j4k

φi =
∑4

k=1φik

where ,  and  are  positive  design  constants; ,
 and  are  nonnegative  continuous  functions.  By  substi-

tuting  (52)−(55)  into ,  letting 
and , one can finally get
 ∣∣∣∣Tr

{
ḠT

i
∂2Ui

∂x̄2
i

Ḡi

}∣∣∣∣ ≤ i−1∑
j=1

εi j4|z j|p0 +φi(x̄i)|zi|p0 . (56)

Substituting (43), (47), (48) and (56) into (42) leads to
 

LVi ≤ −
i−1∑
j=1

c j,i−1|z j|p0 +

i−1∑
j=1

4∑
k=2

εi jk |z j|p0 +εi1|zi−1|p0

−
i−1∑
j=1

b j|z j|p0+σ j + z4−ri
i (xi+1− x∗i+1)

+ z4−ri
i x∗i+1+ϕi(x̄i)|zi|p0 +φi(x̄i)|zi|p0 (57)

ϕi =
∑3

k=1ϕik x∗i+1where .  Thus,  by  constructing  as  (29),  one
can obtain (28). ■
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