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Decoupled Metric Network for Single-Stage
Few-Shot Object Detection
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Abstract—Within the last few years, great efforts have been
made to study few-shot learning. Although general object detec-
tion is advancing at a rapid pace, few-shot detection remains
a very challenging problem. In this work, we propose a novel
decoupled metric network (DMNet) for single-stage few-shot
object detection. We design a decoupled representation trans-
formation (DRT) and an image-level distance metric learning
(IDML) to solve the few-shot detection problem. The DRT can
eliminate the adverse effect of handcrafted prior knowledge by
predicting objectness and anchor shape. Meanwhile, to alleviate
the problem of representation disagreement between classification
and location (i.e., translational invariance versus translational
variance), the DRT adopts a decoupled manner to generate adap-
tive representations so that the model is easier to learn from
only a few training data. As for a few-shot classification in the
detection task, we design an IDML tailored to enhance the gener-
alization ability. This module can perform metric learning for the
whole visual feature, so it can be more efficient than traditional
DML due to the merit of parallel inference for multiobjects.
Based on the DRT and IDML, our DMNet efficiently realizes a
novel paradigm for few-shot detection, called single-stage met-
ric detection. Experiments are conducted on the PASCAL VOC
dataset and the MS COCO dataset. As a result, our method
achieves state-of-the-art performance in few-shot object detec-
tion. The codes are available at https://github.com/yrqs/DMNet.

Index Terms—Computer vision, deep learning, few-shot
learning, object detection.

I. INTRODUCTION

BENEFITING from the explosion of available collected
data, deep neural networks have enjoyed huge success
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Fig. 1. Disagreement between classification and location. The yellow box
represents the anchor, and the blue box represents the ground-truth bound-
ing box. Classification focuses on translational invariance, whereas location
focuses on translational variance. (a) Translational invariance of classification.
(b) Translational variance of location.

in various vision problems [1]–[5]. However, visual data
for many specific scenes/objects are difficult to collect, for
example, underwater and medical data. Due to this reason,
few-shot learning has attracted rapidly increased attention in
the research community. For object perception, tremendous
research efforts have been made to solve the problems of
few-shot object detection [6]–[8].

Object detection includes tasks of classification and loca-
tion, both of which usually adopt shared feature repre-
sentations. However, representation disagreements between
classification and location are recently studied. It is noteworthy
that RetinaNet [9] has a higher AP50 but a lower AP75 than
CornerNet [10] on MS COCO [11] because of different object
representations. That is, RetinaNet employs the classification-
friendly anchor-center features for describing objects while
CornerNet leverages location-friendly object-corner features.
Based on this observation, Chi et al. [12] enhanced center
feature and corner feature for the classification and loca-
tion, respectively. Our insight is illustrated in Fig. 1. As for
the classification, it focuses on translational invariance, that
is, spatially separated anchors should be classified into the
same category [see Fig. 1(a)]. Whereas the location focuses
on translational variance, that is, it should have different
prediction for different anchors [see Fig. 1(b)]. Using shared
feature representations actually makes training more difficult
because the same feature representations need to deal with
property-diverse tasks. In general, this difficulty is not very
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