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Abstract

Existing works have designed end-to-end frameworks

based on Faster-RCNN for person search. Due to the large

receptive fields in deep networks, the feature maps of each

proposal, cropped from the stem feature maps, involve re-

dundant context information outside the bounding boxes.

However, person search is a fine-grained task which needs

accurate appearance information. Such context informa-

tion can make the model fail to focus on persons, so the

learned representations lack the capacity to discriminate

various identities. To address this issue, we propose a

Siamese network which owns an additional instance-aware

branch, named Bi-directional Interaction Network (BINet).

During the training phase, in addition to scene images,

BINet also takes as inputs person patches which help the

model discriminate identities based on human appearance.

Moreover, two interaction losses are designed to achieve

bi-directional interaction between branches at two levels.

The interaction can help the model learn more discrimina-

tive features for persons in the scene. At the inference stage,

only the major branch is applied, so BINet introduces no ad-

ditional computation. Extensive experiments on two widely

used person search benchmarks, CUHK-SYSU and PRW,

have shown that our BINet achieves state-of-the-art results

among end-to-end methods without loss of efficiency.

1. Introduction

Person search [28] aims at localizing a target person

in a gallery of unconstrained scene images. Compared

with person re-identification (Re-id), it contains the process

of generating person proposals from scene images, which

makes it more suitable for real-world applications, such as

video surveillance and security, video retrieval, and human-

computer interaction. It is a challenging problem because

of raw unrefined detections, camera view changes, low res-
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Figure 1. Comparison of three methods for person search. (a). Ex-

isting end-to-end framework. (b). Existing two-stage framework.

(c). Our framework.

olution, background clutter, and occlusion, etc.

Person search is a fine-grained task which needs accurate

human appearance information. Compared with the classi-

fication task in generic object detection, person search is

more likely to be affected by the redundant context infor-

mation outside the bounding boxes. For example, in the

training procedure, the model discriminates some identities

based on the various context rather than human appearance.

During inference, the model may still fail to focus on per-

sons, so the identity features lack the capacity of discrimi-

nation.

Existing approaches to person search separate this task

into generating person proposals from scene images and

person Re-id. As shown in Figure 1, they tackle two sub-

tasks together in a multi-task framework (end-to-end meth-

ods) or separately via two independent networks (two-stage

methods). For the end-to-end methods, existing works

[26, 21, 24] apply multi-task frameworks based on Faster

R-CNN to solve the two sub-tasks together. Similar to the

pipeline of Faster R-CNN, an RoI-Pooling layer is applied

to pool feature maps of the same size for each proposal.

Generally, receptive fields in deep CNN such as ResNet
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[12] are large, which means that the pooled feature maps

of the proposals involve the context information outside the

bounding boxes. Although some useful context is important

for precise detection, yet there is still a large amount of irrel-

evant context in the surroundings. As aforementioned, such

irrelevant context information can harm the person search

performance. Moreover, despite achieving state-of-the-art

performance, QEEPS [21] is a query-guided method, so it

has to re-calculate proposals for different queries, which

makes it impractical in the real world.

In the two-stage methods [15, 3], the training data of

the Re-id models is a set of person patches cropped from

scene images. Thus, the context information has little in-

fluence. However, two-stage methods may lead to a sub-

optimal problem because the detection network and person

Re-id model are trained separately.

The above observations motivate us to improve the exist-

ing end-to-end person search methods in the following as-

pects: (1) The burden of the redundant context information

should be alleviated so that the model can learn more accu-

rate human appearance information; (2) The model needs

the guidance of person patches to discriminate human ap-

pearance information from redundant context information;

(3) The method should be efficient at the inference stage,

i.e., it is not query-guided.

Following the above argument, we propose a simple yet

effective model, named Bi-directional Interaction Network

(BINet), to learn more discriminative representations for

persons. Inspired by the previous work [4], BINet consists

of two branches, taking as inputs scene images and person

patches cropped from them, respectively. In this way, the

model has access to the person patches without context in-

formation outside the bounding boxes, which can help the

model discriminate identities according to their appearance

information. Moreover, we propose two interaction losses

to achieve bi-directional feature-level and prediction-level

interaction between two branches. The losses force the

model to respond consistently to the paired data at two lev-

els. We share the parameters between two branches. Thus,

the additional branch can be removed at the inference stage

and no extra computation is introduced.

We conduct extensive experiments to demonstrate the ef-

fectiveness of our proposed BINet, which boosts the person

search performance by making the model focus more on

persons than context. The contributions of this paper are

three-fold:

• We propose the Bi-directional Interaction Network

which can learn to focus on persons in the scene with

the guidance of the cropped person patches.

• We design two interaction losses to perform bi-

directional interaction between the branches during the

backward process. The interaction can make the model

learn more discriminative identity representations.

• Our BINet brings significant performance improve-

ments on popular benchmarks without additional pa-

rameters or computation. In particular, compared with

our baseline [26], it achieves improvements of 3.6% on

CUHK-SYSU and 10.3% on PRW in mAP accuracy.

2. Related Work

Person search. Person search [28] aims to localize a

target person in a gallery of whole scene images. Many

methods have been proposed to solve this problem since the

publication of two large scale datasets, CUHK-SYSU [26]

and PRW [36]. These methods separate the task into two

parts, person proposals generation and identity matching,

and solve them separately or jointly. For two-stage meth-

ods, they consider person search as a combination of pedes-

trian detection [9, 7, 30, 22, 8, 32, 33, 23] and person Re-

id [35, 18, 34, 14, 31, 17, 5, 25] and solve them with two

separate models. For example, Lan et al. [15] and Chen

et al. [3] apply Faster R-CNN to detect person proposals

from scene images and then train a person Re-id model to

solve this problem. More specifically, Lan et al. [15] iden-

tify the multi-scale matching problem caused by the detec-

tor and exploit knowledge distillation to address this prob-

lem. Chen et al. [3] extract more representative features

for each person by a two-stream model. Han et al. [11] in-

troduce a ROI transform layer to jointly optimize the two

networks.

Other works choose to solve the two sub-tasks in an end-

to-end fashion. For example, in [26, 24, 29, 21], they all

develop an end-to-end person search framework based on

Faster R-CNN [23] to jointly handle the two aspects. In-

stead of detection-based methods, other methods [19, 2]

recursively shrink the search region to more accurately lo-

cate the target person in the scene with the guidance of the

information of the query. Liu et al. [19] propose Conv-

LSTM [27] based Neural Person Search Machines (NPSM)

to perform the search process. Chang et al. [2] make the

search process as a conditional decision-making process

and introduce deep reinforcement learning to the field of

person search.

Influence of context on instance representation learn-

ing. In Faster-RCNN, the inputs to the end-to-end network

are scene images and feature maps for each proposal are

pooled with an RoI-Pooling/Align layer. Due to the large

receptive fields in deep CNN, these feature maps involve a

large amount of context information outside the region of

interests. It is commonly believed that context information

is important for precise detection [4]. However, irrelevant

context introduced by the large receptive fields may lead to

wrong classification results. Therefore, Cheng et al. [4]

train a separate RCNN [10] for classification, named DCR
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module, which takes as inputs a mini-batch of RoIs sam-

pled from full images, and merge the classification scores

of DCR module and Faster R-CNN to obtain the final clas-

sification scores. Inspired by this and feature mimicking

[1, 13, 16], Zhu et al. [37] also apply a similar frame-

work, where the two branches share parameters, and in-

troduce a mimicking loss to force the model focus on the

objects. For person search, although query-guided methods

[2, 21] can select helpful context information with the guid-

ance of queries, they need to re-calculate proposals for dif-

ferent queries, which makes them impractical in real-world

applications.

3. Bi-directional Interaction Network

3.1. End­to­end Framework for Person Search

As aforementioned, we aim to solve the person search in

an end-to-end network. Therefore, we take this multi-task

network [26] based on Faster R-CNN as our baseline and

improve it to make it more efficient. The overall framework

of this baseline is illustrated in Figure 1.

Specifically, as shown in Figure 3, we adopt ResNet-50

[12] as our backbone network and separate it into two parts.

The first part (conv1 to conv4) processes scene images and

outputs 1024-channel feature maps. Then a region proposal

network (RPN) is built on these feature maps to generate

region-of-interests (RoIs). After non-maximum suppres-

sion, we keep 128 RoIs and exploit RoI-Align to pool a

1024 × 14 × 6 region from the stem feature maps for each

RoI. Then these RoIs are passed through the second part

(conv5) of ResNet-50, followed by a global average pool-

ing layer. Finally, the features are fed into three branches.

Following the previous works, we adopt the Online Instance

Matching (OIM) loss [26] to supervise feature learning for

each identity. For the details of OIM loss, please refer to

this work [26].

Compared with the original end-to-end network for per-

son search, we reduce the layers in the second part (conv4 4

to conv5 3 in [26]) and modify the output size (14 × 14 in

[26]) of the RoI-Align layer. Since the aspect ratios of the

annotated bounding boxes mostly range from 0.5 to 0.25,

it is reasonable to modify the output size of the RoI-Align

layer to 14×6. Through the above modifications, we reduce

the overall computation cost, so the model is more efficient

during inference.

3.2. Problems with the End­to­end Framework

Although the baseline method can handle the person

search task in an end-to-end fashion, yet there is a main

drawback in this method, which can be a bottleneck of the

performance. To generate feature maps for each proposal,

an RoI-Pooling/Align layer is applied to pool a region from

the stem feature maps. Due to the large receptive fields in
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Figure 2. Influence of the context information on the search per-

formance on CUHK-SYSU and PRW datasets. The notations “S”

and “R” denote the identity features are extracted from the scene

images and cropped person patches, respectively. The former con-

tains context information outside the bounding boxes while the

latter only contains information inside the boxes.

deep CNN, these feature maps contain redundant context

information outside the bounding boxes. Although context

information is helpful for the precise localization, however,

for identity matching, which needs fine-grained appearance

information, it can make the learned features less discrimi-

native.

To investigate the influence of context, we train the base-

line model with scene images as [26] and report the results

under two different evaluation settings in Figure 2. To ex-

clude the influence of detection, the model is tested with

ground truth RoIs on both datasets. The first test setting

(CUHK-SYSU-S and PRW-S) is the same as [26], i.e., the

trained model takes as inputs scene images and the features

for proposals are pooled from the stem feature maps. In

the second setting (CUHK-SYSU-R and PRW-R), we re-

move the detection-relevant parts from the baseline model

(illustrated as the upper branch in Figure 3). The inputs

to the network are the person patches cropped from scene

images using ground truth RoIs. Thus, the features of pro-

posals contain no context outside the bounding boxes. The

results of mAP and top-1 are shown in blue and yellow, re-

spectively. We observe that using cropped patches harms

the performance significantly on both datasets. We con-

jure that in the training process, the model discriminates

some identities based on different context information out-

side the bounding boxes rather than accurate appearance in-

formation. During inference, the identity features extracted

from scene images are not discriminative enough because

the model still discriminates persons based on the context

to some degree. Therefore, we think that to learn more dis-

criminative features, the model needs to pay attention to hu-

man appearance rather than the context.

3.3. Instance­aware Branch

In [21], the authors design a query-guided Siamese net-

work to leverage information from query and gallery im-

ages and achieve state-of-the-art performance. With the

guidance of queries, the model can focus on query-relevant

information from gallery images. However, such query-
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Figure 3. Our proposed framework. BINet takes as inputs scene images and cropped person patches. The common parts of the two branches

share parameters. Bi-directional interaction between two branches is achieved by the interaction losses. During inference, we only apply

the search branch. The dashed lines represent the directions of the gradients.

guided methods are inefficient in inference, i.e., the propos-

als generated from scene images are query-relevant, so for a

new query, the proposals need to be re-computed. We argue

that the model needs new guidance in the training procedure

instead of queries.

Therefore, we turn to the patches cropped from input

scene images to help the model learn to discriminate identi-

ties based on human appearance. Specifically, as shown in

Figure 3, besides the major branch, an additional branch,

named instance-aware branch, is added for person Re-id

training. For each positive RoI b fed into the second part

in the search branch, the person patch corresponding to it

is cropped and resized to 224 × 96 pixels. In the instance-

aware branch, the backbone network operates on the resized

cropped patches and outputs 2048-dimension features after

the second part. Note that the output feature maps of the

first part are of size 14× 6, which is the same as the output

size of the RoI-Align layer, so there is no RoI-Align layer

in this branch. After that, an embedding layer of 256-D is

applied, producing feature representations for each person.

Finally, the OIM loss is applied to supervise feature learn-

ing. Since the inputs to this branch are cropped patches,

the features contain no context outside the bounding boxes.

The common parts in both branches share parameters. In

this way, the model has access to the “clean” data directly

and can learn to focus on the person. Moreover, during in-

ference, only the major branch is applied, so no additional

parameters and computation are introduced.

3.4. Bi­directional Interaction

In a mini-batch, the Siamese network takes as inputs

scene images and corresponding cropped patches. There-

fore, for a positive RoI, the two branches should have con-

sistent responses to it. We believe that the consistency exists

at two levels, including the feature-level and the prediction-

level. For a positive RoI, the former means that in the fea-

ture space, it should be embedded closely while the latter

means that the two branches output the same identity pre-

diction.

Feature-level interaction. For the feature-level consis-

tency, a feature-level interaction loss is defined as the cosine

similarity between the features in two branches, computed

as

Lfi =
1

N(Ω)

∑

b∈Ω

[1− cos(fr(b), fs(b))], (1)

where Ω denotes the sets of positive RoIs sampled, fr(b)
and fs(b) the features in the instance-aware and search

branch, respectively.

Prediction-level interaction. For the prediction-level con-

sistency, a prediction-level interaction loss is defined as the

Kullback Leibler (KL) Divergence:

Lpi = DKL(p̃r(b)||p̃s(b)) +DKL(p̃s(b)||p̃r(b)), (2)

where the KL divergence from ps(b) to pr(b) is computed

as

DKL(p̃r(b)||p̃s(b)) =
∑

b∈Ω

C∑

c=1

p̃cr(b) log
p̃cr(b)

p̃cs(b)
, (3)

where C is the length of the look-up table in OIM loss. The

soften probability distribution is computed as:

p̃i =
exp(pi/T )

∑C

c=1
exp pc/T

, (4)

where T is the temperature. The pc denotes the probabil-

ity of b belonging to class c, calculated by the OIM loss.
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Through the interaction losses Lfi and Lpi, BINet achieves

bi-directional interaction between two branches and learns

more discriminative identity features.

The overall learning objective function is given as:

L = Ldet + Li + 0.5 ∗ (Ls
oim + Lr

oim), (5)

where Ldet stands for the detection loss used in Faster-

RCNN [23].The loss Li is the sum of Lfi and Lpi. The

learning of identity features in the search and instance-

aware branches is supervised by Ls
oim and Lr

oim, respec-

tively.

3.5. Discussion

The proposed BINet shares similar motivations with pre-

vious works [4, 37], because they all aim to alleviate the

burden of the context information outside bounding boxes

through a two-branch framework. However, BINet differs

from them significantly from the following aspects:

(a) BINet is proposed to alleviate the negative influence

of context on person Re-id rather than the classification task

in the generic object detection. Compared with generic clas-

sification, person Re-id is a fine-grained task, which is more

likely to be affected.

(b) In [4], the authors train an additional R-CNN branch

besides the Faster R-CNN branch and merge the classifica-

tion scores of both to improve the detection performance.

Due to some arguments, the parameters of these two net-

works are not shared. Therefore, during inference, it cost

more time to apply both branches. However, BINet is a

Siamese Network, and only the major branch is applied dur-

ing inference.

(c) In Deformable-v2 [37], the authors introduce a fea-

ture mimic loss to force the features of Deformable Faster

R-CNN to be similar to R-CNN features extracted from

cropped images. In the training procedure, the gradient be-

tween the two branches is uni-directional. Differently, our

interaction is bi-directional and we apply a prediction-level

constraint besides the feature-level constraint.

4. Experiments

4.1. Datasets

CUHK-SYSU: CUHK-SYSU [26] is a large scale person

search dataset consisting of street snaps shot by hand-held

cameras and snapshots collected from movies. It contains

18,184 scene images, 8,432 labeled identities and 96,143

annotated bounding boxes. Each labeled identity is as-

signed a class-id and appears in at least two different scene

images from different viewpoints. The unlabeled identities

are marked as unknown persons. The training set contains

11,206 scene images and 5,532 query persons, while the

testing set includes 6,978 gallery images and 2,900 query

persons. In the testing set, for each query person, there is a

set of protocols with gallery size ranging from 50 to 4,000.

PRW: PRW dataset [36] contains 11,816 video frames ex-

tracted from one 10-hour video captured on a university

campus. It contains 932 identities and 34,304 annotated

bounding boxes. Similar to CUHK-SYSU, all proposals

are divided into two groups, labeled identities and unlabeled

identities. The training set includes 5,704 images and 482

different persons, while the testing set contains 6,112 im-

ages and 2,057 probe persons from 450 different identities.

For each query person in the testing set, the search space is

the whole gallery set.

4.2. Evaluation Protocol

We adopt the Cumulative Matching Characteristic (CMC)

and the mean Averaged Precision (mAP) as performance

metrics, which are the same as the previous works [21, 3].

The first metric is widely used in classification, where a

matching is counted if there is at least one of the top-K pre-

dicted bounding boxes overlapping with the ground truth

with an IoU larger or equal to 0.5. The second metric is

widely used in object detection. We calculate an averaged

precision (AP) by computing the area under the Precision-

Recall curve for each query person and then average the

APs across all the queries to obtain the mAP.

4.3. Implementation Details

We use PyTorch to implement our model, and run the

experiments on the NVIDIA 1080Ti GPU. The ResNet-50

based BINet is initialized with an ImageNet [6] pre-trained

model. For training the end-to-end model, we adopt SGD

algorithm with the momentum set to 0.9, the weight decay

to 0.0001, and the batch size to 2. For CUHK-SYSU, the

scene images are resized to have at least 600 pixels on the

short side and at most 1,000 pixels on the long side. The

learning rate is initialized to 0.001, dropped to 0.0001 af-

ter 40K iterations, and kept unchanged until 50K iterations.

For PRW, the images are resized to have at least 900 pix-

els on the short side and at most 1,500 pixels on the long

side. The learning rate is initialized to 0.001, dropped to its

1/10 after 20K iterations, and kept unchanged until 30K it-

erations. The circular queue size is set to 5,000 and 500 for

training CUHK-SYSU and PRW, respectively. Other details

are the same as the previous work [26].

4.4. Ablation Study

In this subsection, we perform several analytic experi-

ments on CUHK-SYSU and PRW to explore the contribu-

tion of each component in our proposed BINet, including

the instance-aware branch and the bi-directional interaction

losses.

Effectiveness of BINet. In Table 1, we show the effective-

ness of two key components in our proposed BINet from
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Table 1. Results of two key components on CUHK-SYSU and PRW. Legend: Detected: the proposals are detected by the multi-task

framework during testing phase; Labeled: the model is tested with the ground truth bounding boxes.

Dataset CUHK-SYSU PRW

Gallery Size 100 4000 6112

Method mAP(%) top-1(%) mAP(%) top-1(%) mAP(%) top-1(%)

Detected

Baseline 86.4 87.2 66.4 68.8 35.0 74.1

+ Instance-aware 88.3 88.9 70.2 72.4 39.7 77.8

+ Interaction (BINet) 90.0 90.7 74.6 77.2 45.3 81.7

Labeled

Baseline 87.4 87.9 67.6 70.0 37.0 76.3

+ Instance-aware 89.2 89.8 71.2 73.7 41.6 79.6

+ Interaction (BINet) 90.8 91.6 75.4 78.1 47.2 83.4

an overall view. As aforementioned, we modify the frame-

work in OIM [26] and take it as our baseline. In the method

named “+ Instance-aware”, the framework is a Siamese net-

work without interaction, taking as inputs scene images and

cropped person patches from them. The results show that

the “clean” data can benefit the person search performance

significantly on both datasets. For example, on CUHK-

SYSU dataset with 4000 gallery size setting, the Siamese

network improves mAP by 3.8% and top-1 by 3.6 %. On

PRW dataset, it improves mAP by 4.7% and top-1 by 3.7%.

These results demonstrate our motivation that the model

needs the guidance of the person patches to discriminate

human appearance information from redundant context in-

formation.

In the method named “+ Interaction (BINet)”, we in-

troduce the interaction losses proposed in Sec 3.4 to the

Siamese network. Through the losses, BINet can perform

information interaction between two branches and achieve

further improvements based on the Siamese network. Com-

pared with the baseline, BINet achieves more than 8% im-

provement on mAP on both datasets (66.4% → 74.6%,

35.0%→ 45.3% ). The results of using ground truth bound-

ing boxes are consistent with that of using detected propos-

als. These results suggest that with the guidance of the

cropped patches and the information interaction between

two branches, BINet can focus on the persons rather than

context, so that it can learn discriminative features of in-

stances from scene images.

Ablation study on different interaction settings. In BI-

Net, we introduce two interaction losses to achieve bi-

directional interaction between branches in the feature-level

and prediction-level, and the feature-level interaction loss

is computed on the 2048-d features before the embedding

layer. We compare results with different interaction settings

in training BINet:

- BINet-0: we remove both interaction losses.

- BINet-1: the interaction is uni-directional, i.e., from

the instance-aware branch to the search branch.

Table 2. Results of different interaction settings on CUHK-SYSU

and PRW.
Dataset CUHK-SYSU PRW

Method mAP(%) top-1(%) mAP(%) top-1(%)

BINet 74.6 77.2 45.3 81.7

BINet-0 70.2 72.4 39.7 77.8

BINet-1 73.5 76.1 43.3 80.3

BINet-2 69.3 71.8 36.0 75.3

BINet-3 73.3 76.1 42.3 78.8

BINet-4 72.2 74.7 42.9 80.9

- BINet-2: the interaction is uni-directional, i.e., from

the search branch to the instance-aware branch.

- BINet-3: only the feature-level interaction is kept.

- BINet-4: only the prediction-level interaction is kept.

Results are shown in Table 2, from which we make the fol-

lowing observations: (a) The experiments of BINet, BINet-

0, BINet-3 and BINet-4 explore the effectiveness of individ-

ual interaction losses. We find that either feature-level or

prediction-level interaction can improve the performance.

With both of them, the model achieves the best performance

on both datasets. This is because these two interaction

losses convey different information at different levels. (b) In

BINet-1, the uni-directional interaction from the instance-

aware branch to the search branch gains a 3.3% increase in

mAP on CUHK-SYSU while the opposite interaction harms

the performance in BINet-2. These results also demonstrate

that the context information keeps the model from learning

discriminative features. The best results achieved by BINet

indicate that bi-directional interaction helps the model learn

the most discriminative features.

Influence of different temperature. We evaluated the im-

pact of the temperature setting in Eq. 4 in the range from 0.3

to 3.0. The results in Table 3 show that on CUHK-SYSU,

T = 0.3 achieves the best performance while on PRW, the

best choice of T is 1.0. This is because the number of iden-

tities in CUHK-SUSY is 10 times more than that in PRW.
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Table 3. Results of different temperature settings on CUHK-SYSU

and PRW.
Dataset CUHK-SYSU PRW

T mAP(%) top-1(%) mAP(%) top-1(%)

0.3 74.7 77.4 43.9 80.9

0.5 74.6 77.2 45.0 81.4

1.0 74.6 77.2 45.3 81.7

3.0 73.7 76.4 44.5 81.7

Therefore, on CUHK-SYSU, the original probability distri-

bution calculated by OIM loss is so soft that the prediction-

level interaction loss needs a lower temperature.

4.5. Comparison with the State­of­the­arts

Table 4. Comparison of performance on CUHK-SYSU with 100

gallery size setting.

Method mAP(%) top-1(%)

OIM [26] 75.5 78.7

IAN [24] 76.3 80.1

NPSM [19] 77.9 81.2

RCAA [2] 79.3 81.3

CNNv + MGTS [3] 83.0 83.7

CNN + CLSA [15] 87.2 88.5

CNN + Refinement [11] 93.0 94.2

Context [29] 84.1 86.5

QEEPS [21] 88.9 89.1

OIM (ours) 86.4 87.2

BINet (ours) 90.0 90.7

Evaluation on CUHK-SYSU. Table 4 shows the person

search results on CUHK-SYSU with a gallery size of 100.

The notations “CNNv” and “CNN” denote the Faster R-

CNN detector based on VGGNet and ResNet-50, respec-

tively. Our modified OIM outperforms most of the pre-

vious methods, including the two-stage method “CNNv +

MGTS”. This demonstrates the effectiveness of training de-

tection and person Re-id jointly. Compared with modified

OIM, our proposed BINet obtains the performance gain of

3.6%/3.5% in terms of mAP/top-1 and introduces no ad-

ditional computation during inference, which demonstrates

the importance of removing the context information out-

side bounding boxes in the training procedure of end-to-

end methods. Compared with the prior best query-guided

method QEEPS, our BINet also outperforms it. Moreover,

our method is not query-guided, which makes it more ef-

ficient during inference. We observe that the results in

[11] are better than ours. [11] applies two ResNet50-based

models to handle the pedestrian detection and person Reid

respectively and adopt many tricks [20] in the baseline

method. However, in our baseline method, we need to solve

the detection and Re-id in a single multi-task networks, so

we cannot apply those tricks due to the detection part. The
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Figure 4. Evaluation on CUHK-SYSU with different gallery sizes.

mAP performance of their baseline is 5.8% better than our

baseline on CUHK-SYSU (92.2% vs. 86.4%). Therefore,

it is acceptable that the results in [11] are better than ours.

Compared to [11], our method can not only simplify the

training procedure but also save parameters.

To evaluate the scalability of our method, we compare

with other end-to-end methods under different gallery sizes

in the range from 50 to 4,000. As shown in Figure 4,

all the methods degrade the performance with the gallery

size increasing. This is because more distractors are in-

volved when the gallery becomes larger. We can observe

that our BINet still outperforms other methods under all

gallery sizes. Moreover, when increasing the gallery size

from 50 to 4,000, the mAP performance of modified OIM

drops from 89.0% to 66.4% while our BINet drops from

91.8% to 74.6%. This verifies the robustness of our method.

Table 5. Comparison of performance on PRW.

Method mAP(%) top-1(%)

OIM [26] 21.3 49.9

IAN [24] 23.0 61.9

NPSM [19] 24.2 53.1

CNNv + MGTS [3] 32.6 72.1

CNN + CLSA [15] 38.7 65.0

CNN + Refinement [11] 42.9 70.2

Context [29] 33.4 73.6

QEEPS [21] 37.1 76.7

OIM (ours) 35.0 74.1

BINet (ours) 45.3 81.7

Evaluation on PRW. We further evaluate the BINet on the

PRW dataset. Overall, we observed similar performance

comparisons with state-of-the-art methods as on CUHK-

SYSU. Specifically, our BINet still achieves the best person

search performance among these methods, which surpasses

the prior best model QEEPS by 8.2% and 5.0% in mAP and

top-1, respectively. This consistently demonstrates the su-

periority of our proposed method.
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4.6. Further Analysis

In this section, we further analyze the influence of the

cropped patches and the interaction on representation learn-

ing. To exclude the influence of different detections, the

models are evaluated with the ground truth bounding boxes.

Analysis of the cropped patches. In the procedure of train-

ing BINet, for the positive RoIs obtained from the RPN, the

corresponding patches are cropped and resized to 224× 96
before being fed into the instance-aware branch. For the

feature learning part of our proposed framework, the scale

variation of persons is augmented. Therefore, the improve-

ments brought by the cropped patches may come from two

aspects: scale augmentation and removing context infor-

mation. To figure out the influence of each part, we re-

move the scale augmentation and report the results in Ta-

ble 6. In the method Re-id-O and BINet-O, we keep the

original sizes of the cropped patches unchanged and apply

an RoI-Align layer after the first part in the instance-aware

branch. In this way, for each RoI, the scale is the same in

both branches so that the scale augmentation is removed

at the training stage. From the performance of Re-id-O

and BINet-O, we observe that our method still improves

the search performance significantly. For example, BINet-

O improves mAP by 9.9% and top-1 by 7.6% on PRW.

When comparing the methods using resized patches (Re-id-

R and BINet-R), we find that almost no performance gains

on PRW are observed. On CUHK-SYSU, the gains are also

marginal compared to improvements brought by removing

context information. Based on the above observations, we

can conclude that in the procedure of training BINet, the

data without the context information outside the bounding

boxes plays a more important role than scale augmentation.

Table 6. The influence of different scale settings on performance

on CUHK-SYSU with gallery size 4000 and PRW. “Re-id” stands

for the Siamese network with no interactions.
Dataset CUHK-SYSU PRW

Method mAP(%) top-1(%) mAP(%) top-1(%)

Baseline 67.6 70.0 37.0 76.3

Re-id-O 70.9↑3.3 73.3↑3.3 41.8↑4.8 79.8↑3.5
Re-id-R 71.2↑3.6 73.7↑3.7 41.6↑4.6 79.6↑3.3
BINet-O 73.8↑6.2 76.4↑6.4 46.9↑9.9 83.9↑7.6
BINet-R 75.4↑7.8 78.1↑8.1 47.2↑10.2 83.4↑7.1

Bi-direction vs. Uni-direction. In order to better under-

stand the effectiveness brought by the bi-directional interac-

tion, we evaluate the instance-aware branch with the resized

person patches cropped from the original scene images and

report the mAP. As shown in Table 7, the comparisons are

consistent with those in Table 2. With the bi-directional

interaction, both branches achieve the best performance.

These results show that the model with bi-directional in-

teraction learns the most discriminative features.

Table 7. Experimental comparisons for different interaction direc-

tions. The arrows stand for the directions of the gradients between

two branches. The legend “S” and “R” denotes the performance

of the search and instance-aware branch, respectively.

Dataset CUHK-SYSU PRW

Interaction S R S R

no 71.2 72.3 41.6 45.7

S−→R 70.4 72.0 38.3 42.3

R−→S 74.2 74.6 45.1 47.1

S←→R 75.4 75.6 47.2 49.9

Runtime comparison. In Table 8, we report the time taken

by QEEPS [21], original OIM [26], modified OIM*, and

BINet to process a gallery image. Since we reduce the out-

put size of the RoI-Align layer and the residual blocks in

the second part, the modified OIM* (baseline) and is more

efficient, i.e., it is more than 3 times faster than QEEPS.

Moreover, our BINet is not query-guided, so all the queries

can share the proposals generated from the gallery scene

images, which makes it more practical than QEEPS in real-

world applications.

Table 8. Runtime comparison of BINet with others for image size

900 × 1500. * stands for our modified version.

Method GPU Time(sec)

QEEPS [21] P6000 0.30

OIM [26] 1080Ti 0.17

OIM*(ours) 1080Ti 0.08

BINet(ours) 1080Ti 0.08

5. Conclusion

In this paper, we propose a Siamese network, named

Bi-directional Interaction Network, which takes as inputs

scene images and cropped person patches. With the guid-

ance of cropped patches, BINet can focus on the persons in

the scenes. We also design interaction losses to achieve bi-

directional information interaction between branches. Ex-

tensive experiments demonstrate that our method can sig-

nificantly improve the performance without additional com-

putation during inference.
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