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Abstract. Serial tissue sections are widely used in imaging large tissue
volumes. Navigating to each section is indispensable in the automatic
imaging process. Nowadays, the locations of sections are labeled manu-
ally or semi-manually. Sections are similar and the border is indiscernible
if they stick together, which makes it difficult to locate the sections auto-
matically. In this paper, we present frequency-aware instance segmenta-
tion framework (FANet), which can extract shape and size information of
sections very well. Firstly, FANet uses discrete cosine transform(DCT)
. Secondly, each channel extracts an specific frequency component of
themselves. Frequency components from all channels is taken as the
multi-frequency description of feature map and finally used to model
the channel attention. Additionally, we propose a dataset about the se-
rial sections as benchmark, which contains 2708 images in training set
and 1193 images in validation set. Experimental results on the bench-
mark demonstrate our FANet achieves superior performance compared
with the current methods. Our code and dataset will be made public.
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1 Introduction

Serial tissue sections offer superlative opportunities to ascertain biological tissues
in three dimensions. A series of methods are proposed to image the serial sec-
tions. As a pioneering work, Micheva et al. [23] proposes array tomography(AT),
which “array” means arranging serial ultrathin tissue sections in spatial array on
a planar solid surface, while “tomography” means imaging the two-dimensional
sections to capture of three-dimensional structure using microscope [29]. There-
fore, many works combined AT with electron microscope to explore fine de-
tails in large tissue volumes [10,18,24,28,30,32], including serial-section trans-
mission electron microscopy (ssTEM) [4,9] and scanning electron microscopy
(SEM) [2,17]. Especially, SEM with its imaging method fits well with AT, thus
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Fig. 1. The imaging process of ATUM-SEM.(a) is the image that silicon wafer
which tape strips with sections are adhered to is on SEM stage. (b) is the enlarged
view of the blue box of (a). The quadrangle is sections’ contour, and the red rectangle
is ROI on each section. (c) is SEM imaging ROI on a section. Each yellow square is
the field of view (FOV) that SEM image the section once. (d) is sequentially stacking
the ROIs on each section to get the 3D structure.

it is most often used with AT. Automatic Tape-collecting UltraMicrotome SEM
(ATUM-SEM) is the combination of SEM and AT, using ultramicrotome to cut
tissue volumes in ultrathin sections and automatically collecting the sections on
tape in sequence. The tape is cut in strips and adhered to silicon wafers which
is loaded on SEM stage to be imaged. Then, SEM images hundreds of sections’
same region (ROI) on the wafer automatically , as illustrated/shown in Fig 1.
In order to accomplish the automation of the imaging process on a wafer, re-
searchers firstly take an image (wafer image) of the wafer, which has hundreds
sections on and secondly label the contour of sections which contains ROI and
satisfy the condition of imaging, then map wafer image coordinate to SEM stage
physical coordinate. Therefore, after setting up the ROI on one section, SEM
can navigate to ROIs on every section accurately. Nowadays, the contour of each
section is labeled manually or semi-manually [11]. As the volume of tissue that
researchers want to explore becoming larger, the number of sections become to
tens of thousands [28,32] that requires a lot of people and time to label. Besides,
on account of the uncertainty in section preparation processes such as cutting
and collecting, the sections on the wafer could be damaged, contaminated with
dust or stick together (as shown in Fig 2), bringing difficulty to label sections
automatically.

To detect the contour of every section automatically, we accomplish this
task using instance segmentation of sections on wafer image, which can segment
each section in pixel level and classify the section abnormal or not. In recent
years, instance segmentation task has been rapidly improved benefiting from
convolutional neural networks (CNNs). Among them, , Mask R-CNN [12] is the
dominant framework in this task as a two-stage method. Mask R-CNN incorpo-
rates the advantages of Faster R-CNN [26] and FCN [22], in consideration of the
bounding-boxes, classification and masks for each objects simultaneously. Each
bounding-box of an object is used to crop the feature maps using ROIAlign to
get the ROI. Then FCN perform semantic segmentation to these ROIs. Many
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Fig. 2. Some exceptional situations of sections on wafer.(a) incomplete sections
resulting from the replacement of diamond knife (b) fold sections stick to good sections.
(c) damaged sections. (d) contaminated with dust. (e) sections stick together and the
three sections on the far left are incomplete.

works [6,16,21] which have top performance on COCO [20] benchmark dataset
are based on Mask R-CNN. However, different from the objects in natural im-
age, the sections in the same wafer image are significantly similar to each other
(e.g. in Fig 2, between the good sections or the incomplete and good sections).
In addition, if the sections stick together, the boundary between sections is
difficult to identify. Moreover, there is little difference between the sections of
each category, especially incomplete sections sometimes (Fig 2(e)). Therefore,
the performance of these works on wafer image could be sub-optimal, such as
incorrect category or boundary. To better distinguish the different categories of
sections and identify the boundary between the stick sections more accurately,
inspired by [25], we propose a robust frequency-aware network (FANet) which
uses multiple frequency components of feature map to model channel attention.
FANet aggregates multiple frequency components efficiently and pools frequency
information of the feature map. We apply discrete cosine transform (DCT) to
feature map and convert it to frequency domain. Then we choose several specific
frequency components as a multi-spectral description for feature map. Finally,
the frequency components are used as feature map channel importance weight to
let network take more attention on important information. Finally, we propose a
dataset of wafer image and use it as the benchmark. Experimental results demon-
strate that FANet achieves state-of-the-art performance on the benchmark.

In brief, the contributions of this paper are summarized as follows:

• We propose a robust method, FANet, which uses multiple frequency compo-
nents to take channel attention more efficiently for take instance segmenta-
tion on wafer image.
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• We propose a dataset of wafer image as benchmark which contains different
conditions of sections as more as we can find, comprised of 2708 images as
training set and 1193 images as validation set.

• Experiments results on the benchmark demonstrate FANet achieves state-
of-the-art performance.

This paper is organized as follows. Sec. 2 briefly introduces the related work
about instance segmentation. Sec. 3 presents the proposed method. Sec. 4 shows
the experimental results on the benchmark. Finally, the conclusion is in Sec. 5.

2 Related Work

2.1 Instance Segmentation

Instance segmentation aims at predicting the mask and classification score for
each object. Nowadays, the two-stage method Mask R-CNN is still the dominant
framework which applies Faster R-CNN to get the bounding-boxes of instances
and uses FCN to predict the mask of each instance on the feature map cropped
according to the bounding-boxes. [6] combines Cascade R-CNN [5] with Mask R-
CNN and interweaves detection and segmentation joint. [21] uses FPN features
[19] to enriching the ROI feature. And [16] adds a MaskIOU head to learn
the segmentation score. Besides, one-stage methods for instance segmentation
are faster than two-stage methods conceptually. [8] takes this task into fully
convolutional by predicts position-sensitive score maps. YOLACT [3] uses mask
coefficients to distinguish mask for each object on the original mask. Due to the
weak accuracy of one-stage method, our method is based on two-stage.

2.2 Channel Attention Mechanism

To date, channel attention mechanism has been widely used in CNNs and achieved
satisfactory performance. SENet [15] uses GAP and fully connected layers to get
the channel importance weight. And ECANet [31] uses local one-dimensional
convolution instead of fully connected to reduce the redundancy. FcaNet [25]
states that using GAP to get channel importance weight loses much useful in-
formation on feature channels. So it introduces DCT to get more information
from different frequency components. However, FcaNet down-samples feature
map before calculating frequency components, which much information does
not be transformed into frequency domain. And FANet we proposed directly
uses DCT to transform information into frequency domain, which can get all
the information of specific frequency components. Therefore, FANet can take
more information to model channel attention.

3 Method

In this section, we first introduce the DCT frequency on feature map. Then, we
elaborate our proposed method FANet and explain why it aggregates multiple
frequency components more efficiently and pools more frequency information.
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Fig. 3. The architecture of FANet. Frequency aware channel attention is placed in
every block. First the input feature map is divided into n parts averagely. Then every
channel of feature map in the same part calculates one specific frequency component.
The frequency components of all channels are concatenated to a vector F. After FC
and Sigmoid, F is used to weighting the Feature map as modeling channel attention.
Best viewed in color.

3.1 DCT Frequency on Feature Map

Generalized from one-dimensional (1D) DCT fefinition [1], two-dimensional (2D)
DCT can be written as:

fh,w =

H−1∑
u=0

W−1∑
v=0

xu,v cos(
(2u+ 1)hπ

2H
) · cos(

(2v + 1)wπ

2W
),

s.t. h ∈ {0, 1, ...,H − 1}, w ∈ {0, 1, ...,W − 1},

(1)

Where fh,w is the frequency component (h,w) on the 2D DCT frequency spec-
trum f ∈ RH×W , xu,v is the pixel value on (u, v) of input x ∈ RH×W ,H and
W are the height and width of x respectively. The inverserse 2D DCT can be
written as:

xu,v =

H−1∑
h=0

W−1∑
w=0

fh,w cos(
(2u+ 1)hπ

2H
) · cos(

(2v + 1)wπ

2W
),

s.t. u ∈ {0, 1, ...,H − 1}, v ∈ {0, 1, ...,W − 1},

(2)

Eqs. 1 and 2 remove some constant normalization factors, and this has no
effect on the results in this work. As we can see in Eq. 2, every pixel value of
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Fig. 4. Wafer images in dataset. (a) The SCN region of the rat brain, (b) Zebrafish
whole brain.

the input contains information from all the frequency components. If only use
the lowest frequency component of input, h and w are 0 in Eq. 1, we have:

f0,0 =

H−1∑
u=0

W−1∑
v=0

xu,v cos(
(2u+ 1) · 0

2H
) · cos(

(2v + 1) · 0
2W

)

=

H−1∑
u=0

W−1∑
v=0

xu,v

= GAP (x) ·HW

(3)

Thus, GAP, which conventional channel attention approaches [15,31] applies
to calculate channel importance weight, only differ one constant scaling factor
from the lowest frequency component of input. The information from other fre-
quency components is discard. However, deep networks are redundant [14,33]. It
is possible that different channels get the same information using GAP. There-
fore, as the different frequency components contain different information, utiliz-
ing more frequency components may extract more information to model channel
attention.

3.2 FANet

From the analysis illustrated in Sec 3.1, conventional channel attention only
utilizes the lowest frequency component information of input, which is inade-
quate. Therefore, as shown in Fig 3, we propose the Frequency-Aware network
(FANet), which generalizes the channel attention to more frequency components
and models more information in channel attention.

Given a feature map as input X ∈ RC×H×W , we first divide it into n
parts averagely along the channel dimension and every part is denoted as Xi ∈
RC′×H×W , i ∈ {0, 1, ..., n − 1}, C ′ = C

n . In Xi, each channel of feature map are
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Table 1. Specific frequency components.

(hi, wi)

(0,0) (0,1) (6,0) (0,5)
(0,2) (1,0) (1,2) (4,0)
(5,0) (1,6) (3,0) (0,4)
(0,6) (0,3) (3,5) (2,2)

calculated a specific frequency component (hi, wi) , which can be written as :

f jhi,wi
=

H−1∑
u=0

W−1∑
v=0

Xj
i cos(

(2u+ 1)hiπ

2H
) cos(

(2v + 1)wiπ

2W
), (4)

in which Xj
i ∈ RH×W , j ∈ {0, 1, ..., C ′ − 1} , is one of the channel of Xi. All the

f jhi,wi
∈ R, j ∈ {0, 1, ..., C ′ − 1} of Xi form a C ′-dimensional vector Fi ∈ RC′

.
For the whole input X, All Fi are concatenated as F :

F = cat([F0, F1, ..., Fn−1]), (5)

In which F ∈ RC is the vector containing specific frequency components infor-
mation of X. Finally, the whole channel importance weight for modeling channel
attention of X is obtained as:

att = sigmoid(fc(F )), (6)

In which att ∈ RC . Therefore, from Eqs. 5 and 6, utilizing att to weight X in
the channel dimension introduces multiple frequency components information to
model the channel attention of X.

As shown in Eq. 2, every pixel of the input contains all the frequency com-
ponents information. FANet applies DCT to all the pixel of input, which can
extract all information of one specific frequency component and model channel
attention more efficiently and accurately. Besides, in view of the redundant in-
formation of feature map, the channels between feature map are likely to contain
the same information. It is believable that each part contains much information
of whole feature map. Therefore, obtaining a specific frequency component in-
formation from one part is sufficient, which reduces the complexity and size of
the method.

4 Experiments

In this section, we first introduce the proposed dataset. Then elaborate on the
details of our experiments on the dataset.

4.1 Dataset

To train and evaluate the models, we propose a dataset of wafer image as the
benchmark. We choose two biological tissue sections which are suprachiasmatic
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Table 2. Instance segmentation results of different methods on wafer image
dataset.

Method Backbone Detector AP AP50 AP75 APs APm APL

ResNet [13]

ResNet-34 [13]

Mask R-CNN[12]

34.5 45.1 39.2 27.1 37.5 28.3
SENet [15] 38.0 52.5 41.1 29.7 42.6 24.2
FcaNet [25] 36.8 48.9 44.2 29.9 40.5 26.5

FANet(ours) 38.1 50.9 45.0 36.8 43.2 25.7
ResNet [13]

ResNet-50 [13]

37.7 49.4 46.5 26.1 41.6 32.7
SENet [15] 38.3 51.4 44.3 27.9 43.5 25.9
FcaNet [25] 38.6 50.1 44.8 33.3 44.5 25.3

FANet(ours) 40.1 51.5 45.7 27.4 45.8 24.6

ResNet [13]

ResNet-34 [13]

Mask Scoring

R-CNN[16]

37.4 48.4 43.7 35.0 39.6 31.7
SENet [15] 38.2 50.4 44.9 34.4 43.5 26.1
FcaNet [25] 38.4 50.4 45.3 33.8 44.1 26.2

FANet(ours) 39.7 52.8 46.2 33.6 45.0 26.5
ResNet [13]

ResNet-50 [13]

38.9 50.4 47.4 31.2 44.0 24.2
SENet [15] 43.7 56.8 49.3 34.3 49.1 28.8
FcaNet [25] 44.9 58.2 53.4 34.7 51.6 28.6

FANet(ours) 46.6 60.0 52.9 33.7 53.4 29.2

nucleus (SCN) region of the rat brain and Zebrafish whole brain to improve the
generalization and robustness of the model. As shown in Fig. 4, these two bio-
logical tissue sections have a big difference. After consulting a lot of experts, we
identify three most common anomalistic situation of sections, which are incom-
plete, fold and damaged (Fig. 2). Therefore, there are four classes of sections in
the dataset, which are good section and three kinds of bad section. Because of
the original wafer images are much large, which are usually more than 10K×10K
pixels, we crop the wafer images into sub-images (1024×1024) with overlap of
10%. Finally, the sub-images are randomly divided into training set and valida-
tion set. The training set contains 2708 sub-images and validation set is 1193,
and both of them contain the two biological tissue sections. All experiments are
conducted on the dataset as benchmark.

4.2 Implementation Details

We evaluate the performance of the proposed FANet with ResNet-34 and ResNet-
50 [13] as backbone models. Experiments are implemented in mmdetection [7].
The data augmentation except image scale and hyper-parameter are followed [7].
The input image scale is 1024. The models are trained using stochastic gradient
descent (SGD) with momentum of 0.9, a weight decay of 0.0001 and batch size
of 8 per GPU. The training epoch is 36 and learning rate is 0.01 with warmup
iters of 2000. The learning rate is reduced by a factor of 10 at epoch 24 and 34.

All models are trained with one Tesla P40 GPU.
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4.3 The specific frequency components

Because of the limitations of experimental conditions, we follow the experiment
results in [25]. The two-dimensional DCT frequency space is divided into 7×7
parts. Using one frequency component each time, it still has a competitive per-
formance on ImageNet [27]. Finally, we choose 16 frequency components (1) with
top-16 highest performance in the total 49 experiments results.

4.4 Instance Segmentation on the benchmark

To evaluate our method on the benchmark, we use Mask R-CNN[12] and Mask
Scoring R-CNN [16]. FcaNet [25] and FANet are used the same 16 frequency
components. As shown in table 2, our method has a superior performance. Es-
pecially compared with FcaNet, FANet could outperform it by 1.3% - 1.7% in
terms of mAP, which indicates our method aggregates multiple frequency com-
ponents more efficiently.

5 Conclusions

In this paper, we propose a robust channel attention mechanism using multi fre-
quency components, named FANet, which is utilized to detect the tissue sections
on wafer images. Besides, we propose a dataset of wafer images as benchmark
and FANet has a superior performance. With satisfying performance, FANet can
reduce much people and time to label the sections. In the future work, we will
further collect wafer images of different biological tissue, evaluate FANet and
improve it.
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