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Abstract—The public transportation system is an essential
part of the life of the citizens and it’s the basis of intelligent
transportation system(ITS). This paper tries to predict short-
term bus passenger flow by using deep learning approach that
called SAE model and DBN model. The model training and
evaluation were carried out using the credit card records of the
Suzhou bus IC card. The experimental results show that the SAE
and DBN models can reduce the prediction error by 9.51% and
10.48%, respectively, compared with the traditional method. The
methods of deep learning show a good application prospect in
the short-term bus passenger flow forecasting.

Index Terms—intelligent transportation; short-term bus pas-
senger flow forecasting; deep learning ; SAE model ; DBN model

I. INTRODUCTION

Bus passenger flow forecast is an important part of intelli-
gent public transport system [1], is one of the key links to real-
ize intelligent public transportation. The results of the forecast
for the bus system will have an important impact on the oper-
ation and resource allocation. The existing prediction models
mainly include regression prediction [2], [3] and time series
analysis [4], [5] based on macroscopic traffic parameters,
neural network method [6], [7] based on knowledge discovery,
prediction method based on chaos theory and forecasting
method based on combinatorial theory [8], these methods have
yielded some results in terms of actual traffic flow forecasts.
Regression prediction analysis with multiple linear regression
as an example, selecting the corresponding variable as the
argument, configuring different weights based on historic data,
determing the future flow of traffic. Although this method
can have a higher accuracy, but heavily dependent on the
selected variables and artificial experience. In the time series
analysis method, exponential smoothing method is widely used

on periodic data, but it can not reflect the advantages of large-
scale data. The improvement of data size can not effectively
improve the performance of model prediction. The short-term
bus passenger flow system is a random system with strong
uncertainty and complex nonlinearity. Many factors will have
an influence on it, which makes it highly non-linear. And
traditional methods have some difficulties in dealing with such
problems.

The arrival of the digital consumer age, which is represented
by IC card, help the formation of large traffic data [9]. Data
driven [10] model is showing a stronger vitality than the
traditional model-driven approach. Deep learning, which is
based on neural network, has strong ability to study and
fit nonlinear function, good fault tolerance and is able to
find out the complex structure concluded in big data [11].
Pekel [12] proposed a parlimenttary optimization algorithm
based on POA-ANN algorithm and IWD-ANN algorithm. And
this algorithm has a very good performance when it’s used
to forecast the passenger flow. Zhou [13] successfully used
BP neural network and RBF neural network for short-term
passenger flow forecasting in Chengdu. Duan [14] used SAE
model to forecast traffic flow at different time and Huang [15]
and his parterner used DBN to solve the same problem. Lv
[16] using deep learning approach to forecast traffic flow and
get good effect. We find that the research of deep learning in
public passenger flow is still less. At the same time, the feature
of traffic flow and bus passenger flow some place is similar
and some place is different to each other. This paper try to
use SAE model and DBN model to forecast the short-term
bus passenger flow with the work above.
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II. MODEL CONSTRUCTION

The SAE (stack autoencoder) model is a special deep neural
network model that superimposes multiple AE models. It is
an unsupervised learning artificial neural network. AE has
the same numbers of input and output nodes. The number
of hidden layer nodes is generally not less than the number of
nodes in the input layer [17].

An AE consists of two parts: an encoder and a decoder.
encoder f maps an input vector x into its hidden layer and
decoder g maps the hidden representation y into its output
layer. The mapping process is shown in equation (1) and (2).

y = f(W1x+ b) (1)

z = g(W2x+ c) (2)

Where x is the input vector, z is the output vector, y is the
hidden layer output vector, W1 and W2 are the coding matrix
and the decoding matrix, f and g are the activation function of
the hidden layer and the output layer. This paper use sigmoid
function as the activation function, and f(x) = g(x) = 1/(1+
e−x). AE transforms the input of the visual layer to the hidden
output layer and then reconstructs the hidden layer to achieve
the target that the output of the autoencoder is almost equal
to the original input itself, so the training goal is to minimize
the reconstruction error as shown in equation (3).

L(X,Z) =
1

2

N∑
i=1

‖ xi − zi ‖2 (3)

The training algorithm is as algorithm1:

Algorithm 1 Training the AE

Hyperparameters: Given data set X = x, x ∈ RKM . Set
the number of hidden units nh and the iterations T

Initialize: system coding matrix W1(nh×KM), decoding
matrix W2(KM × nh) and biases b(1× nh), c(1×
KM) randomly;

1: while i < T do
2: Perform forward propagation to compute Y , the output of

AE;
3: Compute output error:X − Y ;
4: Perform backward propagation to compute ∆θ with BP

algorithm;
5: Update θ = θ + ∆θ
6: j = j + 1;
7: end while

After stacking several layers of AE, a regression layer is
added to the top of the SAE model and used as a predictor.
Then it’s necessary to training the network to minimize the
reconstruction error. The training algorithm is as algorithm2.

DBN(Deep belief network) is one kind of deep neural
networks and it is formed by cascade restrict boltzmann
machine. RBM(Restrict Boltzmann Machine) is a special form
of the boltzmann machine (BM). It is a random network[11].

Algorithm 2 Training the SAE

Hyperparameters: Given data setX = x, x ∈ RKM ,Y =
y,y ∈ RN

Initialize: Set the number of hidden layers H , the number
of hidden units nh, h = 1, 2, 3, ...,H , the pretraining
iterations T , the fine-tuning iterations S, WL+1(N ×
nh),bL+1(1×N);

1: Pretraining:
2: X is fed to the input layer;
3: Train the first AE using the algorithm1
4: for h = 2 : H
5: The output of the h− 1 layer AE is used as the input of

the h layer AE, train this AE with algorithm1.
6: end for
7: fine-tuning:
8: for i = 1 : S
9: Perform forward propagation to compute Y

10: Compute output error X − Y
11: Perform backward propagation to compute parameter

change ∆α with BP algorithm
12: Update α = α+ ∆α
13: end for

The standard RBM consists of a binary hidden layer and
a visible layer (input layer). There is no connection in the
same layer of RBM, but BM is a feedback neural network
composed of random neuron connections, symmetrical and
non-self-feedback[12].

The RBM is an unsupervised learning method, a probability
graph model. The ultimate goal of learning is to maximize
the fitting of the distribution of input data, so that the Gibbs
distribution represented by RBM and the distribution of the
input data are maximally consistent. Using the KL distance to
measure the distance between the distribution of the sample
representation and the edge distribution of the network repre-
sented by the RBM network. And the problem is transformed
into a solution to minimize the KL distance as the eqution (4)

KL(q ‖ p) =
∑
x∈Ω

q(x)ln
q(x)

p(x)

=
∑
x∈Ω

q(x)lnq(x)−
∑
x∈Ω

q(x)lnp(x)
(4)

Where Ω is the sample space, q is the distribution of input data,
p is the edge distribution of the Gibbs distribution represented
by the RBM. The training algorithm of RBM is as algorithm3.

After stacking several layers of RBM, a regression layer is
added to the top of the DBN model and used as a predictor.
Then it is necessary to train the network to minimize the KL
distance. The training algorithm is as algorithm4.

III. EVALUATION CRITERIA

In order to evaluate the performance of the final model
for short-term bus passenger flow prediction, this paper adopt
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Algorithm 3 Training the RBM

Hyperparameters: Given data set X ,number of hidden units
n, learning rate α,iterations T

Initialize: v1 = X ,weights matrix W ,biases a, b(samll
random numbers)

1: for j = 1 : T
2: for s = 2 : n(for all hidden units)
3: Compute P (hs | v1), where P (hs | v1) =
sigmoid(bs +

∑
i v1iwi,s)

4: Sample hs ∈ {0, 1} from conditional distribution
P (hs | v1)

5: end for
6: for r = 1 : m(for all visible units)
7: Compute P (v2r = 1 | h), where P (v2r = 1 | h) =
sigmoid(ar +

∑
iwr,ihr)

8: Sample v2r ∈ {0, 1} from conditional distribution
P (v2r = 1 | h)

9: end for
10: for t = 1 : n(for all hidden units)
11: Compute P (h′

t = 1 | v2), where P (h′
t = 1 | v2) =

sigmoid(bt +
∑

i v2iwi,t)
12: Sample v2r ∈ {0, 1} from conditional distribution

P (v2r = 1 | h)
13: end for
14: Update:
15: W = W + α(P (h = 1|v1)vT1 − P (h′ = 1|v2)vT2 )
16: a = a+ α(v1 − v2)
17: b = b+ α(P (h = 1|v1)− P (h′ = 1|v2))
18: end for

Algorithm 4 Training the DBN

Hyperparameters: Set the number of hidden layers in the
DBN model l , the number of hidden units n, train data
set X,Y

1: Unsupervised pretrain: X is fed to the first RBM, train
the first RBM with the algorithm3, the result is h1

2: for i = 2 : l Using hi−1 as input data of the i− th RBM,
train the RBM with algorithm3, the result is hi

3: end for
4: fine-tuning:
5: hl is fed to the predictor, set cost function, train the

predictor with gradient descent method
6: Using the parameters in the network which has been

pretrained as the initial parameters, fine tune the whole
network in which the predictor is included.

three different criteria to measure the error of predicted data.
They are Mean absolute error (MAE), Root mean square error,
(RMSE), Mean relative error, (MRE) and they are defined as
eqution(5)(6)(7).

MAE =
1

N

N∑
i=1

| yi − ŷi | (5)

RMSE =

√∑N
i=1(yi − ŷi)

N
(6)

MRE =
1

N

N∑
i=1

| yi − ŷi |
yi

(7)

Where yi is the observed bus passenger flow at time i
and ŷi is the predicted one. MAE measures the average error
predictions over the entire test set. The smaller MAE in the
whole test set, the smaller error ,the better model. RMSE
measures whether the distribution of error data is stable and
the smaller RMSE indicate that the singularity of the predicted
value, which is far from the true value, be less, the prediction
is more accurate. MRE measures the average size of the error
data relative to the true data and the smaller MRE show that
the absolute value of error relative to the real passenger data
is smaller. These three criteria measure different points and
they are used in this paper at the same time.

IV. EXPERIMENTS AND ANALYSIS

Before the prediction experiment, we need to decide the
structure of the network. There exists some hyper parameters
such as the number of hidden layers, the numbers of hidden
layer units, activation function, the times of iteration and so
on and they need a large number of pre-experiments to decide
the best combination of different hyper parameters. TableI
shows the possible value of hyper parameters and after pre-
experiments, we find the best combination of hyper parameters
for every criterion, the tabelII show the parameters value with
the best results.

TABLE I: hyper parameters setting

Hyper parameters Range Experiment value
SAE DBN

Activation function sigmoid sigmoid sigmoid
Number of hidden layers 1–5 1,2,3,4,5 1,2,3
Number of hidden units 5–15 5,7,10,15 5,6,7,8,9,10,15

Times of pretraining iterations 100–1000 500,1000 1000
Times of fun-tuning iterations 100–1000 500,1000 1000

Time delay steps 1–7 7 7

Figure1 shows the contrast of the passenger forecast and the
true value at different time in May 26th for SAE model. It also
shows the distribution of predicting data and corresponding
error data when the criteria of MAE/RMSE and MRE get
the best results separately (the network structures of MAE
and RMSE are same when RMSE and MAE get the best
result separately). These two methods both behave well in
forecasting the bus passenger flow. The time of morning and
evening peak, the trend of flow change have been forecasted
accurately. The structure which RMSE/MAE gets the best
result perform better than the structure which MRE gets the
best result, on predicting the time of morning and evening
peak.

Figure2 shows the contrast of the passenger forecast and the
true value at different time in May 26th for DBN model. It also
shows the distribution of predicting data and corresponding
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TABLE II: The optimal parameters of each model network structure

Network name SAE DBN
Criterion MAE RMSE MRE MAE RMSE MRE

Number of hidden layers 4 4 5 2 1 3
Number of hidden units 10 10 10 5 9 5

Times of iterations 1000 1000 500 10000 10000 10000
Value for criterion 10.9808 14.044 17.11% 10.826 13.8625 16.14%

Fig. 1: SAE model forecast experiment and the prediction error

error data when the criteria of MAE,RMSE and MRE get the
best results separately. The left side of fig.1 and fig.2 show the
comparison of forecast data and true value. It’s obvious that
forecast data in the peak, the trend of flow change and so on
can be consistent with the true value well. The right side of
figure1 and figure2 show the error data in the test dataset and
the difference of forecast data and true value is between -20
and +20 in most instances, evenly distributed in the 0 scale.

Fig. 2: DBN model forecast experiment and the prediction
error

In the experiment, the last 15% of the whole data is selected
as a test set. There are 491 test points and calculate the mean
and variance. The result is as tableIII.

TableIII shows that DBN model has a better performance
than other models whether we compare mean and variance.
Less absolute mean indicates that the data predicted by DBN
model is closer to the true value and less variance indicates
the error is steadier, the number of singularity point is fewer.

At the same time, we compare the experiment results with
multiple linear regression method and Holt-went exponential
smoothing method. We did the same forecast experiments
using the same training dataset and test dataset, evaluate the
methods with MAE, RMSE and MRE. TableIV shows the
results of different method.

TableIV shows that deep learning method: SAE model and
DBN model both perform well than traditional method on
mostly all criteria and they have better performance when they
are used in the actual forecasting task. The performance of two
different deep learning model: SAE and DBN are similar, but
the performance of the traditional model is obviously different
and it also indicates that traditional approach relies heavily on
the model itself so human experience has a significant impact
on the final prediction accuracy

Short-term bus passenger flow has non-stationary random-
ness [18] and complex nonlinear characteristics. The tradi-
tional methods through a different combination of ways to
achieve a higher degree of data fitting and they almost are
linear methods, which is not able to solve nonlinear problem
perfectly. Multiple linear fitting method influences the final
result by change the weights of every arguments and when the
data size is much larger than the number of model arguments,
the role of data size is not obvious. The weight coefficient
of the exponential smoothing method changes according to
the exponential law, and the weight coefficient is corrected
according to the real data and the prediction error of the
previous time. Exceptional points also have a direct effect
on the final result, for example the wrong data couldn’t be
recognized and the model fault tolerance is low, however it is
important for model itself.

The basic unit of the deep learning network is neurons
and there existing a nonlinear transformation process when
calculating, which make it good at non-linear fitting. There
exist large scale parameter matrix compared with the tradi-
tional model in the deep learning model. After the non-linear
transformation of the neurons, the increasing of the data scale
can effectively improve the performance and fault tolerance
of the model. It explains the reason why deep learning model
has better performance than traditional model in short-term
bus passenger flow forecast.

V. CONCLUSION AND PROSPECT

In this paper, as the original data set, We use SAE and
DBN deep learning models to forecast bus passenger flow with
Suzhou City bus operating dataset. For MAE, RMSE and MRE
three different evaluation indicators, respectively, finding the
corresponding best combination of hyper parameters. At the

2018 International Conference on Security, Pattern Analysis, 
and Cybernetics (SPAC)

978-1-7281-0551-2/18/$31.00 ©2018 IEEE 375

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on July 07,2021 at 09:01:38 UTC from IEEE Xplore.  Restrictions apply. 



TABLE III: Statistical analysis of error data

Model SAE DBN
MRE RMSE/MAE MAE RMSE MRE

average value -0.4758 -0.4212 -0.0614 -0.4819 1.9702
variance 197.7713 197.4529 192.5991 192.3274 194.0466

same time, this paper also compares deep learning methods
with multiple linear regression and exponential smoothing
method. The results show that the deep learning model can
realize the forecast of bus passenger flow and the performance
is superior to the traditional methods. In the short-term bus
passenger flow forecasting, the deep learning has broad appli-
cation prospect.

TABLE IV: The model performance indicators

Method MAE RMSE MRE
SAE 10.9808 14.0438 17.11%
DBN 10.826 13.8625 16.14%

multiple linear regression 11.0736 14.2402 16.63%
Holt-went exponential smoothing 17.2673 23.9811 26.62%

Deep learning is more suitable for large-scale data than
traditional method and in this article a total of only 2829 data
is used to train the models. The data size is relatively small and
the strong learning ability of deep learning may not be able to
be shown. A larger scale of data which will be used to train
and evaluate the models is of great significant for improving
the performance of deep learning models. On the other hand,
this paper divides the dates into two categories: weekdays and
non-weekdays, to predict the bus passenger flow in weekdays.
But in practice, weekdays and non-weekdays are alternating.
So there is an idea that forecast the bus passenger flow with
the passenger flow data for consecutive dates, making use of
the learning ability of deep learning models to verifies whether
the overall accuracy of the bus passenger flow forecast can be
improved.
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