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Abstract—While existing person search methods have achieved
good performance, they require the images used for training
contain labels about the identity and bounding box location of
each person. However, it is expensive and difficult to manually
annotate these labels in the large scale scenario. To overcome this
issue, we consider weakly supervised person search. The weakly
supervised setting means during training we only know which
identities appear in the image set and how many individuals
present in each image, without any identity or location infor-
mation on the image. Facing this challenge, we propose a clus-
tering and patch based weakly supervised learning (CPBWSL)
framework, which separately addresses two sub-tasks including
pedestrian detection and person re-identification. Particularly, we
introduce multiple detectors to provide more detection results as
well as fuzzy c-means clustering algorithm to cluster these results
and remove low membership ones. Moreover, a patch based
learning network is designed to generate different patches and
learn discriminative patch features. Extensive experiments on two
benchmarks indicate that the proposed weakly supervised setting
is feasible and our method can achieve performance comparable
to some fully supervised person search methods.

Index Terms—Person search; Pedestrian detection; Person re-
identification; Weakly supervised learning

I. INTRODUCTION

Person search aims to search for a target person in a

gallery of whole scene images [1]. It has obtained increasing

attention in recent years, owing to its tremendous possibilities

for security and video surveillance applications. This problem

is challenging because of the existence of various distractions

in real scenarios, such as cluttered background, occlusion,

changing illumination, camera viewpoint and low resolution.

This work is supported in part by the Key Research and Development
Program of Guangzhou (202007050002) and the National Natural Science
Foundation of China (61533019, 61806198, U1811463). (Corresponding
author: Chao Gou)

Until now, some efforts have been devoted to address this

problem [1]–[13]. However, these methods are presented for

person search in a fully supervised setting. As shown in Fig.

1(a), the images used in fully supervised learning are care-

fully manually annotated, and each of them contains several

bounding boxes and identification labels. Notwithstanding this

fully supervised paradigm contributes to learn a robust person

search model, its scalability and usability in the practical and

large-scale scenarios are severely limited due to the high cost

of the data-labeling process. To overcome the shortcoming, we

consider designing a person search method which could work

with weak supervision.

Hence, in this paper, we would like to study the person

search problem in a weakly supervised setting. Under this

setting, an annotator is only required to roughly look at the

raw image set and determine the number of persons in each

image and which identities appear in the set, but not to label

any identity or bounding box on the images. In other words,

only the labels regarding the presence of the identity and

the number of individuals are provided, and yet more detail

ground-truth indicating pixel-level bounding box and in which

picture the identity arise is not available. Specifically, as is

evident in Fig. 1(b), in the gallery set, the first image is

annotated by “2 Persons” indicating that number of pedestrians

is two in this image. The gallery set is tagged with a label

“{Person 1, Person 2, Person 3, Person 4}” implying that

Person 1, Person 2, Person 3 and Person 4 are present in this

set. Obviously, these annotations are weak.

More specially, the weak supervision in our setting falls into

the category of inexact supervision [14], where only coarse-

grained labels are provided for training. Compared with the

conventional supervised learning setting, in such a setting,

the annotating costs for person search can be significantly
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Query Set Gallery Set

Person 1 Person 2  Unknown Identity

(a) Fully supervised setting

Person 1 Person 2

Query Set Gallery Set

Person 3 Person 4
{Person 1, Person 2, Person 3, Person 4}

2 Persons 9 Persons 4 Persons

(b) Weakly supervised setting

Fig. 1. Illustration of two settings. (a) Fully supervised setting: images in
gallery set are manually labeled and each image has bounding boxes and
corresponding identity labels. Note that the pale yellow bounding boxes in
the figure represent unknown identities. (b) Weakly supervised setting: every
picture in gallery set has a label describing the number of people in the picture,
and the gallery set has a label suggesting which identities present in the set,
while the annotations regarding pixel-level bounding box and which picture
the identity arise in are not given.

mitigated as well as the scalability and availability of the

person search model in real-world application scenarios can

be improved. We term this setting as weakly supervised person
search.

Given a query set of images with probe persons, our

objective is searching the gallery and discovering the images

where the probe individual appears. To this end, we propose a

novel clustering and patch based weakly supervised learning

(CPBWSL) framework for weakly supervised person search.

Conventionally, person search contains two sub-tasks, i.e.,

pedestrian detection and person re-identification. The former

deems all people as one class and aims to distinguish people

from the background while the latter regards different person

as different categories and aims to identify these different

categories. Therefore, sharing representations between these

two sub-tasks is not appropriate and we solve them separately.

Moreover, instead of using a single detector, we leverage

multiple detectors to provide richer bounding boxes. Simul-

taneously, we introduce the fuzzy c-means (FCM) clustering

algorithm [15] to remove the false detection results. Then,

to learn discriminative feature for person re-identification, we

design a patch based learning network that is able to generate

different patches and learn discriminative patch features. We

perform experiments on two popular benchmarks including

CUHK-SYSU [1] and PRW [16]. The results indicate the

feasibility of our weakly supervised setting and effectiveness

of the proposed weakly supervised person search method.

To summarize, the main contributions of this work are

twofolds:

• We propose a new and practical problem—weakly super-

vised person search. To the best of our knowledge, this
work is the first to present and investigate the weakly
supervised problem in person search.

• We develop a novel clustering and patch based weakly

supervised learning (CPBWSL) framework to address the

weakly supervised person search problem. It achieves

the encouraging performances of 77.6% mAP and 33.2%

mAP on CUHK-SYSU and PRW datasets respectively,

which are comparable to some fully supervised person

search methods.

II. RELATED WORKS

In this section, some studies about person re-identification

are introduced firstly. Afterwards, we present the related works

about person search.

A. Person Re-identification

Person re-identification is a feature matching problem es-

sentially. Early solutions focus on designing hand-crafted

features [17]–[21] and learning distance metrics [22]–[27].

For example, Zhao et al. [20] present using the combination

of SIFT feature and color histogram feature for person re-

identification. Kostinger et al. [22] propose the KISSME

approach which addresses the person re-identification issue

by matrix distances learning. These early solutions realize

some success on small datasets. Nevertheless, the hand-crafted

feature based methods usually fail in large-scale matching

since the representation capabilities of manual features are still

limited, and the traditional distance metrics learning methods

tends to over-fit the training data. Hence, the performance of

these early methods is unsatisfactory.

In recent years, due to the significant advantage of deep

learning in retrieval accuracy, person re-identification methods

based on deep learning have attracted extensive attention. Most

of them can be divided into two categories. The first category

[28]–[33] focuses on building robust and discriminative image

representations. Li et al. [31] propose to extract the most

discriminative features by using the attention mechanism. Sun

et al. [33] employ the idea of self-supervision and present a

visibility-aware part model to learn the region-level features.

The second category [34], [35] aims to learn a deep metric

for person re-identification. Build upon the triplet loss, Chen

et al. [34] present a quadruplet loss to acquire a more effective

deep metric.

However, the person re-identification methods introduced

above are all supervised, and they require precise annotations

whose labeling process is expensive. Moreover, considering

that the performance of unsupervised approaches is usually

limited by the absence of explicit supervised information,

Meng et al. [36] introduce the weakly supervised person

re-identification problem which only have video-level labels

and design a cross-view multi-instance multi-label learning

approach to solve it.

It is worth noting that person re-identification aims to extract

and match features based on given bounding boxes. In a
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practical application, the person re-identification approaches

should be combined with off-line detection methods.

B. Person Search
Person search has attracted extensive research interests since

the two large-scale databases CUHK-SYSU and PRW were

published. In addition to collecting the CUHK-SYSU dataset,

Xiao et al. [1] first propose to jointly handle pedestrian

detection and person re-identification with a single end-to-

end network which is trained with Online Instance Match-

ing (OIM) loss. Liu et al. [2] recursively search and refine

the location of the target person on the panoramic images.

Chang et al. [4] present a deep reinforcement learning based

method without proposal computing to solve the person search

problem. Xiao et al. [7] propose a individual aggregation

network (IAN) and introduce a center loss to increase the

feature discriminative power. Yan et al. [8] consider the un-

derlying relationship between persons in the scene image and

introduces a relative attention module to adaptively search and

filter informative context the scene. Munjal et al. [37] jointly

optimize the detection and re-identification parts and present

query-guidance for OIM, which is provided by performing

person search on the uncropped query image.
Unlike OIM, Lan et al. [5] perform pedestrian detection

and person re-identification separately. they consider the multi-

scale matching problem in person search and proposes a Cross-

Level Semantic Alignment (CLSA) deep learning approach

to tackle it. Through the systematic comparison between the

separation models which separately conduct detection and

re-identification and the joint models which perform them

jointly, Cheng et al. [6] find that the separation approaches can

improve the performances of detection and re-identification.

Accordingly, they select the separation scheme and design

a mask-guided two-stream CNN model (MGTS) for person

search which has one stream to model foreground person and

the other stream for processing the original image. Consid-

ering the characteristics of joint approaches and separation

approaches, Han et al. [9] propose to learn the detector and re-

identification model in an end-to-end manner without sharing

features. Li et al. [38] focus on studying the time bottleneck

of person search and present a real-time pipeline.
Note that while some of these aforementioned approaches

has achieved great performance, all of them study person

search in a fully supervised scenario, relying on costly anno-

tations. To overcome this issue, our work is devoted to solving

the weakly supervised person search problem.

III. THE PROPOSED METHOD

In this section, we first provide an overview of the proposed

weakly supervised person search framework. Then, we intro-

duce more details for each part in our framework individually.

Finally, we show how our approach works in the inference

procedure the training is complete.

A. Overview
Our goal is learning an effective and robust model in the

weakly supervised setting to find a target person in the gallery

set of whole scene images, given a query set of images

with probe individuals. As illustrated in Fig. 2, the proposed

framework separately deals with the pedestrian detection and

person re-identification. Given a whole scene image input, we

first fed it into M detectors and acquire a number of bounding

boxes. Then, we set the number of clusters as the number of

people in the panoramic image (in Fig. 2 the specific value

is three), and use the FCM clustering algorithm to cluster

these bounding boxes. After that, if a bounding box has a

low degree of membership to any class, the bounding box

will be discarded. Subsequently, at the person re-identification

stage, under the guidance of two loss functions, the patch

based learning network which mainly consists of the feature

extractor and the patch generation network is used to learn

discriminative features for person re-identification. Next, we

will detail how to implement the aforementioned procedures.

B. Detection and Clustering

Pedestrian detection is important for accurate person search

[1], [16]. Since under the proposed weakly supervised person

search setting, it is impractical to learn a great detection

model from scratch, instead of designing a pedestrian detector

specially, we apply the existing excellent detection model

as our pedestrian detector. However, due to the existence of

uncontrolled false alarms and miss-detections, detection is still

a problem that has not been completely solved, the results of a

single detection model would not provide sufficient support to

subsequently learn a accurate person re-identification model.

Hence, we consider using multiple detectors to enrich detec-

tion results for better person search.

Although the multiple detectors provide much more detec-

tion results, they also give more incorrect bounding boxes.

Since, in the weakly supervised scenario, we have no anno-

tation to tell our detectors which bounding box is incorrect

and how to exactly distinguish people from backgrounds and

other objects with similar appearances, a intuitionistic idea is

employing a clustering method.

Considering that we have no way of knowing the exact value

of the wrong or correct bounding boxes, that is, they are fuzzy.

To this end, we use a classic fuzzy clustering approach, i.e., the

FCM clustering algorithm, to obtain the degree of membership

of each bounding box sample to each cluster, and remove the

samples with low membership. More specifically, the idea can

be formulated by minimizing an objective function below:

Jq =

N∑
n=1

F∑
f=1

(unf )
q ‖bn − cf‖2 , 1 ≤ q <∞ (1)

where N is the number of samples, F is the number of

clusters, bn is the n-th sample, cf denotes the centroid of

the f -th cluster and unf denotes the membership of the n-th

sample to the f -th cluster. q is a weighting exponent and it

controls the relative weights placed on each of the squared

errors. For most cases, setting q to 2 or 3 is a good choice

[15]. Hence, in our experiment we set q = 2.
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Detector 1

Detector 2

...

Detector M
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 PEDAL
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Algorithm
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Fig. 2. The proposed framework. First, a whole scene image is inputed into M detectors and some detected boundary boxes are obtained. Then, we use
the FCM clustering algorithm to cluster these bounding boxes and remove low membership ones. The cropped images used in person re-identification are
acquired. Finally, with the guidance from PEDAL and IPFL, the patch based learning network which mainly consists of the feature extractor and the patch
generation network is leveraged to learn discriminative features for person re-identification.

The objective function can be minimized by updating and

iterating the following two expressions:

cf =

∑N
n=1(unf )

qbn∑N
n=1(unf )q

(2)

unf =
1∑F

z=1

(‖bn−cf‖
‖bn−cz‖

) 2
q−1 (3)

The iteration stops when the membership matrix U satisfies∥∥U (k+1) − U (k)
∥∥ < ε. Here, k is the number of iterations, ε

is iteration termination parameter, in our experiment we set

ε = 1× 10−6.

Particularly, in our framework, the number of samples N
is the number of bounding boxes for all detected people on a

panoramic image. The number of clusters F is equal to the

number of people appearing in the image, which is provided

in the weakly supervised person search setting. bn is actually

the coordinate of n-th bounding box sample.

After the iteration, we obtain the final membership matrix

U . Then, we find the maximum membership degree of bound-

ing box sample bn in the matrix U and denote it by unf∗ . If

the maximum membership degree unf∗ is lower than a given

threshold, we will remove the bounding box bn. We cluster

the detection results of each image respectively and cut off

low-membership detections by a given threshold. Only the

remaining bounding boxes are applied by the re-identification

network.

C. Patch Based Person Re-identification

After detection results are acquired, we aim to extract

discriminative features for person re-identification. Although

we do a number of processing in detection stage to get more

accurate bounding boxes, there is still a large gap compared

with the elaborate manual labels. Since some researchers

have proposed to study local discriminative feature [30], [39]

for person re-identification and achieve better performances

than those global feature learning models [40], [41], we

consider extracting discriminative local features and reducing

the reliance on exact bounding boxes.

Specially, without any identity information, we design a

patch based learning network for person re-identification,

which mainly consists of a feature extractor and the patch

generation network. Considering that feature maps are more

effective and generally smaller than the image and benefit the

reduction of network computation and complexity [30], [31],

we use a feature extractor to get the feature maps from the

cropped images. Similar with spatial transformation networks

[42], the patch generation network which can produce abun-

dant patches from the feature map, is composed of a localiza-

tion network, a sampler and patch sampling grids, as shown

in Fig. 2. The localization network consists of a convolutional

layer and two fully connected layers. Given a feature map

input, it predicts P spatial locations parameterized by a group

of affine transformation arguments Φ = [φ1, ..., φp, ..., φP ].
With a predict transformation parameter φp, a patch sample

grid can be computed. Such a grid contains the coordinates of

sampling points to sample patches from the input feature map.

Subsequently, using the sampler, we can obtain P patches

for each image. For more details about the patch generation

network, please refer to [42].

It is noteworthy that for each input feature map the patch

generation network generates P patches located in different

spatial regions which may involve different parts of the body

with diverse semantics [30], [39]. Therefore, we use P differ-

ent CNN branches to encode these P different patches, and

each branch independently learns the discriminative features.

As we aim to distinguish different persons, given the

unlabeled features of patch, it is natural to achieve this

goal by enhancing inter-class discrepancy and the intra-class

compactness simultaneously. To this end, we introduce the
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patch-based discriminative feature learning loss (PEDAL) [43]

to push the dissimilar patches away and meanwhile pull similar

patches together. We denote the p-th patch feature of i-th
cropped image by xp

i . To find similar patches, comparing

xp
i to all patches of the other cropped images is necessary.

Considering that it is intractable to perform in the optimization

of deep learning [1], we store the patch features and maintain

a memory bank W p, where W p = {wp
l }Ll=1

and L is the

number of the cropped images. During training, we update

wp
l by:

wp
l,t =

{
(1− r)×wp

l,t−1 + r × xp
l,t, t > 0,

xp
l,t, t = 0,

(4)

where t denotes the training epoch, and r ∈ [0, 1] denotes the

update rate, xp
l,t denotes the latest patch feature. When t = 0,

the memory bank is initialized firstly. When t > 0, it updating

as the training goes on, and wp
l,t can be regarded as the online

approximation of xp
i [1].

Then, given {wp
l }Ll=1

, we can compute the l2 distance

between xp
i and each wp

l and get k nearest patches of xp
i ,

whose set is denoted by Kp
i . The PEDAL can be expressed

as:

Lp
PEDAL = − log

∑
wp

l ∈Kp
i
e−

s
2‖xp

i−wp
l ‖22∑L

l=1,l �=i e
− s

2‖xp
i−wp

l ‖22
(5)

where s denotes the scaling factor. By minimizing Lp
PEDAL, the

model is encouraged to pull similar patches Kp
i closer to xp

i

and push dissimilar patches {wp
l |wp

l /∈ Kp
i } away form xp

i in

the feature space. Accordingly, the patch features learned by

the model would be more discriminative.

Additionally, to further mine the potential image-level iden-

tification information, we introduce the patch feature learning

loss (IPFL) [43], which leverages all the patch features of a

image to offer image-level guidance. As is evident in Fig.

2, we concatenate the patch features of the same cropped

image and form a new feature denoted as xi. We randomly

transform the cropped image to generate a proxy positive

sample. These random image transformations include crop-

ping, rotation along with contrast, saturation and brightness

changing. Simultaneously, we use cyclic ranking [43] to mine

the hardest negative sample feature ni for xi. The IPFL can

be formulated by:

LIPFL = max{‖xi − pi‖2 − ‖xi − ni‖2 +m, 0} (6)

where m is a margin of this loss and pi denotes a proxy

positive sample feature.

Therefore, the total loss function for person re-identification

can be defined as:

L = LIPFL + λ
1

P

p=1∑
P

Lp
PEDAL (7)

where λ controls the impact of the PEDAL.

D. Inference Procedure

At test phase, our aim is to find a target person in the gallery

set of whole scene images, given a query set of images with

probe individuals. Just as our model is composed of pedestrian

detection and person re-identification, the inference process is

also divided into two stages.

The inference procedure of our proposed method is shown

in Fig. 3. Taking the CUHK-SYSU testing dataset as an

example, under our weakly supervised setting, the gallery set

contains 6978 images and a label “{2900 IDs}” suggesting

2900 identities present in the set, every image in the gallery

set has a label describing the number of people in the image.

For instance, in Fig. 3, the image in the lower left corner

has a tag “{12 Persons}” which denotes there are 12 persons

appearing in this image.

As illustrated in Fig. 3, in stage one, pedestrian detection

and FCM clustering are conducted on each scene image. After

clustering, we get filtered bounding boxes for each gallery

image. Then, in stage two, we feed all filtered bounding boxes

for the whole gallery set as well as the probe image into

the patch based person re-identification network. According

to the patch-based apparent features extracted from inputs,

the re-identification network can find the bounding boxes most

similar to probe image, i.e., the matched bounding boxes. Note

that when we get the bounding boxes in the stage one, the

corresponding scene image information of each bounding box

like name is also saved, so once we get the matching bounding

boxes, the final results are naturally obtained.

IV. EXPERIMENTS AND RESULTS

In this section, we first introduce two commonly used person

search benchmarks and the evaluation metrics. Afterwards,

we show our implementation details and conduct comparison

experiments. Finally, we perform a number of ablation exper-

iments to study the impacts of introducing multiple detectors

and the FCM clustering algorithm.

A. Datasets and Evaluation Protocol

To verify the effectiveness of our approach, we conduct

experiments on both CUHK-SYSU [1] and PRW [16] bench-

marks. To quantitatively evaluate our approach, we select

the top-1 matching rate metric and the mean Average Preci-

sion (mAP) as performance measurements, which are widely

adopted for evaluating person re-identification and person

search methods. The top-1 matching rate metric regards person

search as a ranking and matching problem. Only when the

overlap rate between the boundary box in the top-1 prediction

box and the ground-truth is greater than the threshold 0.5,

it is counted as a match. The mAP reflects the accuracy of

detecting the query person from all gallery images.

CUHK-SYSU. CUHK-SYSU is a large-scale person search

dataset with a wide variety of scenes which consists of 18184

scene images and 96143 annotated pedestrian bounding boxes.

As reported in Table I, the dataset has 8432 labeled identities

and the rest annotated pedestrians are unknown identities.

Moreover, it provides the official train/test split, i.e., a training
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Fig. 3. The inference procedure. There are two stage: in stage one, pedestrian detection and FCM clustering are conducted on each scene image, and the
filtered bounding boxes for each gallery image are obtained; in stage two, all filtered bounding boxes for the whole gallery set as well as the probe image are
fed into the patch based person re-identification network. Finally, the re-identification network outputs the matched bounding boxes and the corresponding
scene images.

TABLE I
DATA STATISTICS AND EVALUATED SETTING OF THE CHUK-SYSU AND PRW DATABASES. BBOX: BOUNDING BOX.

Datasets

Overall Training Testing

Images Bboxes IDs Images Bboxes IDs Images Bboxes IDs

CHUK-SYSU 18184 96143 8432 11206 55272 5532 6978 40871 2900
PRW 11816 43110 932 5704 18048 482 6112 25062 450

set with 11206 images and 5532 identities as well as a testing

set with 6978 gallery images and 2900 probe persons.

PRW. PRW is captured from six cameras on a university

campus. As shown in Table I, it contains 11816 frames and

43110 pedestrian bounding boxes. Among these pedestrians,

932 identities are labeled and the rest are regarded to the

unknown persons. The dataset is officially split into a training

set with 5704 frames and 482 identities and a testing set that

includes a gallery of 6112 frames and 2057 probe persons with

450 identities.

B. Implementation Details

We implement our framework with Pytorch [44] and con-

duct all experiments on two NVIDIA TITAN XP GPUs. We

choose three off-the-shelf detectors from the open source

object detection toolbox mmdetection [45], including Faster-

RCNN [46], RetinaNet [47] and Cascade R-CNN [48]. They

are pre-trained on the MS COCO dataset [49] and use ResNet-

101 [50] with FPN as their backbone network. 3. All detectors

are initialized by the pretrained model and then frozen. The

membership threshold is empirically set to 0.8.

For the feature extractor, we use ImageNet-pretrained

ResNet-50 [50] and remove the fully connected layer along

with set the stride of last residual unit as 1. We pre-train the

batch based learning network with the MSMT17 dataset [51]

and fix the patch generation network during training on other

datasets. As for the loss functions, we follow the setting of [43]

and the update rate r in Eq.(4) is set to 0.1, the scaling factor s
is set to 5, the margin m and the weight λ are set to 2. During

the person re-identification model training process, the cropped

images are resized to 384 × 128. We use SGD [52] optimizer

for training, with a batch size of 40 and the momentum of

0.9. The learning rate is initialized at 1 × 10−4 and decayed

by 0.1 every 40 epochs. We train the re-identification model

on the unlabeled cropped images for 50 epochs.

C. Performance Comparison

In this subsection, we report the performance evaluation

results on both CUHK-SYSU and PRW datasets. As far as

we know, there is no other weakly supervised person search

method, so we compare our method with the existing fully

supervised person search methods, including OIM [1], NPSM

[2], RCAA [4], MGTS [6], CLSA [5], IAN [7], GCNPS

[8] and QEEPS [37]. Except the above approaches, we also

choose some other approaches for comparision which combine

different pedestrian detectors (DPM [53], ACF [54], LDCF

[55], CCF [56], and R-CNN [57]) and person descriptors

(BoW [58], LOMO [23], DSIFT [20]) and distance metric

(KISSME [22], XQDA [23]).

Comparison on CUHK-SYSU. Table II demonstrates the

comparative results on CUHK-SYSU with a gallery size of

100. Following the notations defined in [1], we employ “CNN”

to represent Faster R-CNN [46] based on ResNet-50 and

“IDNet” to denote the re-identification module in OIM.

As can be seen from the Table II, well-designed person

search approaches such as OIM and IAN are better than all the

combination of traditional approaches. Our method achieves

77.6% mAP and 88.7% in top-1 matching rate metric, and it

outperforms OIM and IAN with ResNet-50 backbone by 2.1%

and 1.3% in mAP, 10.0% and 8.6% in top-1 matching rate,
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TABLE II
COMPARISION WITH THE FULLY SUPERVISED PERSON SEARCH METHODS ON THE CUHK-SYSU DATASET WITH A GALLERY SIZE OF 100. IAN (R-50)

DENOTES IAN WITH RESNET-50 BACKBONE, AND IAN (R-101) DENOTES IAN WITH RESNET-101 BACKBONE. THE “FULLY” TYPE MEANS THE

METHOD IS FULLY SUPERVISED. SIMILARLY, “WEAKLY” INDICATES THAT IT IS A WEAKLY SUPERVISED PERSON SEARCH METHOD.

Method Type mAP(%) top-1(%)

ACF [54] + DSIFT [20] + Euclidean

Fully

21.7 25.8
ACF [54] + DSIFT [20] + KISSME [22] 32.3 38.1
ACF [54] + LOMO [23] + XQDA [23] 55.5 63.1

CCF [56] + DSIFT [20] + Euclidean

Fully

11.3 11.7
CCF [56] + DSIFT [20] + KISSME [22] 13.4 13.9
CCF [56] + LOMO [23] + XQDA [23] 41.2 46.4
CCF [56] + IDNet [1] 50.9 57.1

CNN [46] + DSIFT [20] + Euclidean

Fully

34.5 39.4
CNN [46] + DSIFT [20] + KISSME [22] 47.8 53.6
CNN [46] + BoW [58] + Cosine 56.9 62.3
CNN [46] + LOMO [23] + XQDA [23] 68.9 74.1
CNN [46] + IDNet [1] 68.6 74.8

OIM [1]

Fully

75.5 78.7
IAN (R-50) [7] 76.3 80.1
IAN (R-101) [7] 77.2 80.5
NPSM [2] 77.9 81.2
RCAA [4] 79.3 81.3
MGTS [6] 83.0 83.7
GCNPS [8] 84.1 86.5
QEEPS [37] 84.4 84.4
CLSA [5] 87.2 88.5

Ours Weakly 77.6(7th) 88.7(1st)

TABLE III
COMPARISION WITH SEVERAL FULLY SUPERVISED PERSON SEARCH METHODS ON THE PRW DATASET. THE TYPE “FULLY” REPRESENTS THAT THE

METHOD IS FULLY SUPERVISED. “WEAKLY” MEANS THAT IT IS WEAKLY SUPERVISED.

Method Type mAP(%) top-1(%)

ACF-Alex [54] + LOMO [23] + XQDA [23]

Fully

10.3 30.6
ACF-Alex [54] + IDEdet [16] 17.5 43.6
ACF-Alex [54] + IDEdet [16] + CWS [16] 17.8 45.2

DPM-Alex [53] + LOMO [23] + XQDA [23]

Fully

13.0 34.1
DPM-Alex [53] + IDEdet [16] 20.3 47.4
DPM-Alex [53] + IDEdet [16] + CWS [16] 20.5 48.3

LDCF [55] + LOMO [23] + XQDA [23]

Fully

11.0 31.1
LDCF [55] + IDEdet [16] 18.3 44.6
LDCF [55] + IDEdet [16] + CWS [16] 18.3 45.5

OIM [1]

Fully

21.3 49.9
IAN (R-50) [7] 23.0 61.9
NPSM [2] 24.2 53.1
MGTS [6] 32.6 72.1

Ours Weakly 33.2(1st) 60.1(3rd)

respectively. In addition, our approach has better performance

than the state-of-the-art CLSA in top-1 matching rate. These

imply that our weakly supervised setting is viable and the

proposed method can yield competitive performance compared

with the fully supervised person search approaches.

Comparison on PRW. Furthermore, we compare our ap-

proach with 13 fully supervised competitors on the PRW

dataset. Nine of them are combinations of detectors and re-

identification methods discussed in [16]. Comparison results

are listed in Table III, where “DPM-Alex” represents DPM

[53] + AlexNet [59]-based R-CNN, “IDEdet” denotes ID-

discriminative Embedding, and “CWS” is the Confidence

Weighted Similarity defined in [16].

Compared to the CUHK-SYSU dataset, the PRW dataset

contains fewer images and identities but has more bound-

ing boxes per identity (36.8 in PRW versus 2.8 in CUHK-

SYSU), which makes it more challenging. Hence, as shown

in Table III, we can observe that all the specially designed

approaches have worse performance on the PRW dataset than

on the CUHK-SYSU dataset, particularly the mAP. However,

on the PRW dataset, our method also achieve competitive

performances on both mAP and top-1 matching rate metics.

It is noteworthy that while the mAP of our method is lower

than that of MGTS on the CUHK-SYSU dataset, on the more

194

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on September 08,2021 at 17:21:32 UTC from IEEE Xplore.  Restrictions apply. 



TABLE IV
THE RESULTS OF OUR ABLATION EXPERIMENT ON THE CUHK-SYSU

DATASET WITH GALLERY SIZE OF 100. THE METHODS ABOVE THE

DASHED LINE USE THE SINGLE DETECTOR.

Detection schemes mAP(%) top-1(%)

Cascade R-CNN 34.2 44.2
Faster R-CNN 37.6 47.8

Retinanet 42.3 51.1

Multiple detectors 68.1 80.9

Multiple detectors + FCM (Ours) 77.6 88.7

challenging PRW dataset, the our model gains the promotion

of 0.6% on mAP compared with MGTS. It is shown that

our model is more robust and scalable than MGTS. This

consistently indicates the feasibility of the proposed weakly

supervised setting along with the effectiveness and proves the

scalability of our model.

D. Ablation Study

In this subsection, we conduct several ablation experiments

on the CUHK-SYSU dataset to validate the effectiveness of

introducing the multiple detectors and the FCM clustering

algorithm. The results are reported in Table IV. The methods

above the dotted line only leverage a single existing detector

and do not use the FCM clustering algorithm. “Multiple

detectors” represents a variant of our model, which uses

multiple detectors to get the bounding boxes without FCM

clustering of these bounding boxes. It is noteworthy that other

settings remain unaltered during the ablation study.

The effectiveness of multiple detectors. From Table IV,

we can observe that simply using a single detector can not

achieve satisfactory results. The person search method with

multiple detectors outperforms the methods which only use

a single detector by a large margin, in both mAP and top-

1 matching rate metrics. This demonstrates that employing

the multiple detectors for providing richer bounding boxes is

helpful to improve the performance of our model. Therefore,

introducing the multiple detectors is effective for the task of

weakly supervised person search.

V. CONCLUSIONS

In this work, we first propose to study person search

in the weakly supervised scenario. Our motivation is that

the fully supervised person search methods have a huge

demand for fine manual annotation, which is extremely time-

consuming and laborious, and leads to poor scalability of

these algorithm. In a weakly supervised setting, only labels

indicating which identities appear in the image set and how

many persons present in each image are required, without any

identity or location information on the image. We develop a

novel clustering and patch based weakly supervised learning

(CPBWSL) framework to tackle the weakly supervised person

search problem, which copes pedestrian detection and person

re-identification separately. During the pedestrian detection

stage, multiple detectors and the FCM clustering algorithm

are introduced to offer better detection results for person

search. While in person re-identification stage, we design a

patch based learning network to learn the discriminative patch

features. Experimental results validate the feasibility of our

weakly supervised setting for person search and show the

superiority of our model.
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