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ABSTRACT
Person search often requires a query photo of the target person.
However, in many practical scenarios, there is no guarantee that
such a photo is always available. In this paper, we define the prob-
lem of sketch based person search, which uses a sketch instead
of a photo as the probe for retrieving. We tackle this problem in
a weak supervision setting and propose a clustering and feature
attention based weakly supervised learning framework, which con-
tains two stages of pedestrian detection and sketch based person
re-identification. Specially, we introduce multiple detectors, fol-
lowed by fuzzy c-means clustering to achieve weakly supervised
pedestrian detection. Moreover, we design an attention module to
learn discriminative features in subsequent re-identification net-
work. Extensive experiments show the superiority of our method.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; • In-
formation systems→ Specialized information retrieval; Data min-
ing.

KEYWORDS
Sketch based person search, sketch based person re-identification,
weakly supervised learning

∗Corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
ICMR ’21, August 21–24, 2021, Taipei, Taiwan
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8463-6/21/08. . . $15.00
https://doi.org/10.1145/3460426.3463596

ACM Reference Format:
Lan Yan, Wenbo Zheng, Fei-Yue Wang, and Chao Gou. 2021. Weakly Super-
vised Sketch Based Person Search. In Proceedings of the 2021 International
Conference on Multimedia Retrieval (ICMR ’21), August 21–24, 2021, Taipei,
Taiwan. ACM, New York, NY, USA, 5 pages. https://doi.org/10.1145/3460426.
3463596

1 INTRODUCTION
Person search [29] aims at retrieving a target person from a gallery
of unconstrained scene images. Although great progress has been
made in recent years [3–8, 10, 12, 15, 20, 26, 27, 31, 37], a crucial
issue that is often ignored is the availability of such a target photo.
In practice, it is commonplace that useful suspect photographs can-
not be easily acquired. This issue has long been cognizant by law
enforcement, and has motivated studies on sketch based face recog-
nition [33], which can match facial sketches drawn by professional
artists based on the recollection of eyewitnesses to a facial photo
database. In this work, we consider the case where the query photo
is not available and only a sketch probe can be used as a substitute,
and propose the sketch based person search problem for the first
time. In sketch based person search, sketches (rather than photos)
are used as query probes to search a target person in a whole scene
photo gallery.

Sketch based person search has great practical value for law
enforcement. Conceivably, when an outlaw is witnessed but not
be photographed by a surveillance camera, legal agent or police
officer can call on a professional artist to draw a sketch based on the
witness’s description. According to the sketch drawing, a sketch
based person search system can automatically locate this outlaw by
retrieving all the surveillance videos. This helps police and relevant
law enforcement agencies quickly target those potential suspects.
Once a suspect is caught on a surveillance camera, his movements
and behaviors can be tracked and the witnesses around him can be
successfully found, which saves a lot of manpower and material
resources for the legal agent or police officer.
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Query Set Gallery Set

Person 1 Person 2  Unknown Identity

(a) Fully supervised sketch based person search

Query Set Gallery Set

Person 1 Person 2
{Person 1, Person 2}

3 Persons 11 Persons 4 Persons

(b) Weakly supervised sketch based person search

Figure 1: Illustration of two settings. Different colored
bounding boxes represent different individuals.

Moreover, considering the tremendous labeled data requirement
of fully supervised models as well as the high cost of data-labeling,
in this work, we focus on the weakly supervised sketch based person
search. Similar to the weakly supervised person search[30], the
gallery set only provides the annotations regarding the presence
of the identity in the set and the number of persons in each im-
age, while the annotations suggesting in which image the identity
appears and the pixel-level bounding box are not given. More specif-
ically, as illustrated in Figure 1(b), the first picture in the gallery set
is labeled with “3 Persons” implying that there are three pedestrians
in this picture. The gallery set is annotated by a tag “{Person 1, Per-
son 2}” suggesting that Person 1 and Person 2 are present in the set,
while detail information about bounding box and which individual
is Person 1 or Person 2 is not available. Thus, these labels are weak.
Moreover, this weakly supervised setting is clearly inexact supervi-
sion [38], where the training process only provides coarse-grained
labels. In such weak supervision setting, the labeling cost of sketch
based person search can be sharply decreased and the scalability of
models can be improved compared to the full supervision setting.

Under this setting, given a sketch query set of probe individuals,
our goal is searching and locating these probe persons in the whole
scene image gallery. To this end, we design a novel clustering and
feature attention (CFA) based weakly supervised learning frame-
work. Specifically, we use a two-step strategy, i.e., conducting pedes-
trian detection and sketch based person re-identification (Re-ID)
separately. Multiple detectors are leveraged in pedestrian detec-
tion stage to offer richer bounding boxes. Then, the fuzzy c-means
(FCM) clustering algorithm [1] is introduced to remove the false
detection results. Subsequently, the bounding box photos are sent
to a generator and translated to sketches. Considering the sparsity
of sketches’ pixel distribution, we design an attention module to
attach more importance to discriminative features. Furthermore, we

integrate it into the sketch based person Re-ID network to benefit
the learning of discriminative features.

It is noteworthy that there is no publicly available sketch based
person search dataset, but a sketch Re-ID dataset (PKUSketchRE-ID
[22]) and two popular person search datasets (CUHK-SYSU [28] and
PRW [36]) are usable. Therefore, we first train an image-to-image
translation model MUNIT [13] on the PKUSketchRE-ID dataset
and use the trained model to translate the images of the query
set of CUHK-SYSU and PRW datasets into sketch. The obtained
new datasets are named Sketch CUHK-SYSU and Sketch PRW. We
conduct extensive experiments on these two new datasets and the
results suggest the robustness and effectiveness of our method.

In summary, our main contributions are as follows:
1) To the best of our knowledge, this is the first attempt to both

propose and tackle the problem of sketch based person search
which has widely potential applications.

2) A novel weakly supervised learning framework termed as CFA
with multiple detectors, fuzzy c-means, and attention mechanism
is introduced to address the problem of sketch based person search.

3) Experimental results on the Sketch CUHK-SYSU and Sketch
PRW datasets validate the effectiveness of the proposed method.

2 THE PROPOSED METHOD
In this section, our proposed framework is introduced. As evident
in Figure 2, a panoramic image is first fed into K detector and the
bounding boxes are obtained. Subsequently, the FCM clustering
algorithm is used to cluster these bounding boxes, and the number
of persons in the whole scene image (which is three in Figure 2)
is adopted as the number of clusters. Once a bounding box has a
low degree of membership for any class, it will be removed. After
that, the rest bounding box photos are translated to sketches by a
generator. Finally, these sketches are fed into the sketch based Re-ID
networkwhich can learn discriminative features under the guidance
of two losses. Figure 2 also illustrates the testing procedure.

2.1 Detection and Clustering
Considering that training a detector from scratch under our weak
supervision setting is impractical, we choose the existing preem-
inent detection network as our pedestrian detector. In addition,
since the detection results of a single detector are not sufficient for
the subsequent learning of an accurate sketch based Re-ID model,
we apply multiple detectors to provide abundant detection results.

While multiple detectors give more bounding boxes, they also
provide more incorrect candidate results. In addition, we cannot
know the exact value of the wrong or correct bounding boxes, that
is, they are fuzzy. Thus, a classic fuzzy clustering method, i.e., the
FCM clustering algorithm, is adopted to acquire the membership
degree of each bounding box sample to each cluster, and discard
the samples with low membership degree. It can be formulated an
objective function as:

Jq =
N∑
n=1

M∑
m=1

(unm )q ∥bn − cm ∥2 , 1 ≤ q < ∞ (1)

whereM is the number of clusters, N is the number of all bounding
box samples, bn denotes the n-th bounding box sample, cm is the
center of them-th cluster and unm is the membership of the n-th
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Figure 2: The proposed framework. IPEL [32] and PEDAL [32] are two loss functions. ⊗ means element-wise multiplication.

sample to them-th cluster. q denotes a weighting exponent and in
our experiments we set it as 2.

We can update and iterate the below two expressions to minimize
above objective function:

cm =
∑N
n=1(unm )qbn∑N
n=1(unm )q

(2)

unm =
1∑M

j=1

(
∥bn−cm ∥

∥bn−cj ∥

) 2
q−1 (3)

The iteration continues until
U (e+1) −U (e)

 < ε is satisfied. U
is the membership matrix, e denotes the number of iterations. ε
denotes iteration termination parameter and we set it as 1 × 10−6.

Given the final membership matrix U ∗, we can obtain the max-
imum membership degree unm∗ of bounding box sample bn . The
bounding box bn will be removed, if unm∗ is lower than a given
threshold. The detection results of each image are clustered sepa-
rately, and then the bounding boxes with membership degree lower
than a certain threshold are discarded. The remainder are used to
the sketch based person Re-ID network.

2.2 Sketch Based Person Re-ID
Since the probe sketches may be drawn by different artistes, that
is, these sketches have a variety of artistic styles. We empirically
and experimentally choose to pre-train MUNIT [13], rather than
CycleGAN [39], UNIT [19] or NICE-GAN [6], on the PKUSketchRE-
ID dataset which has five artistic styles. Subsequently, we employ
the pre-trained MUNIT to translate the cropped images to sketches.
Then, we aim to extract discriminative features from these sketches.

Similar with PAUL [32], we develop an unsupervised sketch
based Re-ID network which mainly consists of a feature extractor
and a patch generation network, as shown in Figure 2. Moreover, dif-
ferent from PAUL, we introduce attention mechanism and design an
attention module including channel and pixel attention integrated
into the feature extractor to learn discriminative features better.

Feature Attention. Our feature attention mechanism consists
of channel attention which offers different weights to different
channel features and pixel attention which attaches greater im-
portance to discriminative features. As shown in Figure 2, firstly,
the channel-wise global spatial information is obtained by global

average pooling. Then, the feature passes through two convolution
layers with kernel size 1×1, ReLU as well as sigmoid activation layer.
The output is acquired by conducting element-wise multiplying
between the weights of channel and input feature.

As for pixel attention, similar to the channel attention, the out-
puts of channel attention are fed into two convolutional layers with
kernel size 1× 1, ReLU and sigmoid activation layer. Finally, we use
element-wise multiplication to acquire the output feature.

Loss Function. The patch-based discriminative feature learning
loss (PEDAL) [32] is introduced to pull similar patches together
and push the dissimilar patches away. Let xpi denote the p-th patch
feature of i-th cropped sketch. During training, a memory bankW p

is maintained, whereW p = {wp
l }

L
l=1 and L represents the number

of sketches sample:

wp
l,t =

{
(1 − r ) ×wp

l,t−1 + r × xpl,t , t > 0,
xpl,t , t = 0,

(4)

where t is the training epoch, xpl,t is the latest patch feature and

r ∈ [0, 1] denotes the update rate. Subsequently, given {wp
l }

L
l=1, we

can obtain the set of k nearest patches of xpi , i.e.,K
p
i , by computing

the l2 distance between wp
l and xpi . Thus, PEDAL is defined by:

L
p
PEDAL = − log

∑
wp
l ∈K

p
i
e
− s

2

xpi −wp
l

2
2

∑L
l=1,l,i e

− s
2

xpi −wp
l

2
2

(5)

where s is a scaling factor. Moreover, the patch feature learning
loss (IPFL) [32], which harnesses all patch features of a sketch to
provide sketch-level guidance, can be expressed as:

LIPFL = max{∥xi − pi ∥2 − ∥xi − ni ∥2 + η, 0} (6)

where pi and ni represent the feature of a proxy positive sample
and the hardest negative sample for xi , respectively. η denotes a
margin of the loss.

Hence, the total loss function for sketch based person Re-ID
network can be formulated as:

L = LIPFL + λ
1
P

p=1∑
P

L
p
PEDAL (7)
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where λ controls the impact of the PEDAL.

3 EXPERIMENTS
In this section, we quantitative evaluate our method on both Sketch
CUHK-SYSU and Sketch PRW datasets, whose sketch query sets are
translated from the query images of CUHK-SYSU [28] and PRW [36]
by a pre-trained MUNIT model, respectively. We follow OIM [28]
and choose the mean Average Precision (mAP) and top-1 matching
rate metric as performance indicators.

Experimental Setting.We select three off-the shelf detectors,
including Faster-RCNN [23], Cascade R-CNN [2] and RetinaNet
[17]. They all adopt ResNet-101 [11] with FPN as backbone network
and are pre-trained on MS COCO [18] and then frozen. As shown
in Figure 3, we experimentally and empirically set the threshold of
membership to 0.8. We apply ImageNet-pretrained ResNet-50 as the
backbone of feature extractor. We remove the last fully connected
layer and insert an attention module after each residual block, along
with set the stride of last residual block as 1. We use the MUNIT
model trained on the PKUSketchRE-ID [22] dataset to transform
DukeMTMC-reID [24] dataset into sketches, and leverage these
sketches to pre-train our sketch Re-ID network. For the loss func-
tion, similar to [32], we set update rate r as 0.1, the scaling factor s
as 5, λ and η are set to 2. During the sketch Re-ID network training,
the sketches are resized to 384 × 128. SGD [25] optimizer is adopted
with the momentum of 0.9. We initialize the learning rate at 0.0001
and decay it by 0.1 every 40 epochs. The Re-ID network is trained
for 50 epochs with a batch size of 48.

Performance Comparison. Consider that there is no other
weakly supervised sketch based person search method, we compare
our approach with fully supervised person search approaches in-
cluding OIM [28] and other methods combining different pedestrian
detectors (LDCF [21], R-CNN [9]) and person descriptors (LOMO
[16], DSIFT [34], BoW [35]) along with distance metric ( XQDA
[16], KISSME [14]). Not only are these methods trained in a fully
supervised manner, but the query sets used in test are also photos.
The comparison results are listed in Table 1 and Table 2.

From Table 1, as one weakly supervised method, our method
can achieve a top-1 matching rate of 78.4% which is comparable
with photo based fully supervised method of OIM and significantly
outperforms other methods. Besides, from Table 2, we can obtain
a similar conclusion. These consistently indicate the effectiveness
and robustness of our method.

Ablation Study. To demonstrate the effectiveness of key com-
ponents in our method, we consider different model configurations
and perform ablation experiments. As shown in Figure 4, the meth-
ods with multiple detectors outperform the methods which only
use a single detector by a large margin. As we can see in the top
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Figure 3: The impact of membership threshold.

Table 1: Performance comparison on the CUHK-SYSU
dataset with a gallery size of 100.

Method Type mAP(%) top-1(%)

CNN + DSIFT + Euclidean

Photo & Fully

34.5 39.4
CNN + DSIFT + KISSME 47.8 53.6
CNN + BoW + Cosine 56.9 62.3
OIM 75.5 78.7

Ours Sktech & Weakly 68.3 78.4

Table 2: Performance comparison on PRW dataset.

Method Type mAP(%) top-1(%)

LDCF + LOMO + XQDA

Photo & Fully

11.0 31.1
LDCF + IDEdet 18.3 44.6
LDCF + IDEdet + CWS 18.3 45.5
OIM 21.3 49.9

Ours Sktech & Weakly 19.2 49.7
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Figure 4: Evaluation results for different model configura-
tions on Sketch CUHK-SYSU dataset with gallery size of 100.
“MD" stands for multiple detectors. “FCM" stands for FCM
clustering algorithm. “A" denotes attention module.

four lines of Figure 4, both FCM clustering algorithm and our at-
tention module are effective to improve the model performance.
Moreover, it is obvious that the performance keeps improving by
adding each key component incrementally. This indicates that all
these components are reasonable and effective, and combing them
together can realize the maximum gain.

4 CONCLUSION
In this paper, we try to address the problem of sketch based per-
son search in a weakly supervised setting. Specially, we design
a new clustering and feature attention (CFA) based weakly super-
vised learning framework and introduce attention mechanism to
improve the performance. Additionally, multiple detectors and FCM
clustering algorithm are employed to provide great bounding box re-
sults and boost the performance of our model. Experimental results
validate the effectiveness and robustness of our approach.
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