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PIRNet: Personality-Enhanced Iterative Refinement
Network for Emotion Recognition in Conversation
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Abstract— Emotion recognition in conversation (ERC) is
important for enhancing user experience in human–computer
interaction. Unlike vanilla emotion recognition in individual
utterances, ERC aims to classify constituent utterances in a dialog
into corresponding emotion labels, which makes contextual infor-
mation crucial. In addition to contextual information, personality
traits also affect emotional perception based on psychological
findings. Although researchers have proposed several approaches
and achieved promising results on ERC, current works in this
domain rarely incorporate contextual information and person-
ality influence. To this end, we propose a novel framework to
integrate these factors seamlessly, called “Personality-enhanced
Iterative Refinement Network (PIRNet).” Specifically, PIRNet
is a multistage iterative method. To capture personality influ-
ence, PIRNet leverages personality traits to mimic emotional
transitions and generates personality-enhanced results. Then
we exploit sequence models to capture contextual information
in conversations. To verify the effectiveness of our proposed
method, we conduct experiments on three benchmark datasets
for ERC, that is, IEMOCAP, CMU-MOSI, and CMU-MOSEI.
Experimental results demonstrate that our PIRNet succeeds over
currently advanced approaches to emotion recognition.

Index Terms— Contextual information, emotion recognition
in conversation (ERC), iterative method, Personality-enhanced
Iterative Refinement Network (PIRNet), personality influence.

I. INTRODUCTION

EMOTION recognition is a cutting-edge interdisciplinary
subject of information technology and psychology [1].

It aims to integrate multisource information and identify
the emotional state of each utterance. With the increasing
amounts of conversations on social media platforms, emotion
recognition in conversation (ERC) has attracted interest from
researchers [2]. It can be widely utilized in diverse areas such
as dialog generation [3], public opinion mining [4], and social
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media analysis [5]. As an extension of traditional emotion
recognition, ERC aims to identify the emotional states of all
constituent utterances in a dialog, which makes contextual
information vitally important [6].

Besides contextual information, personality traits also
affect human perception and expression of emotional
information [7]. Previously, Winter and Kuiper [8] built
on neuropsychological and cognitive perspectives to high-
light the importance of personality factors in emo-
tional experience. Based on their psychological findings,
Li and Lee [9] integrated individual personality embeddings
into an attention-based model for multimodal emotion recog-
nition. Meanwhile, Li et al. [10] proposed a multitask learning
framework to enhance emotion recognition performance by
learning the commonalities and differences between person-
ality trait detection and emotion detection. However, these
works [9], [10] mainly focus on emotion recognition in indi-
vidual utterances. They ignore context-sensitive dependencies
in conversations, thus limiting their performance in ERC.

To this end, we propose a novel framework to integrate
contextual information and personality influence seamlessly.
Instead of modeling these two factors via a single architecture,
we abstract ERC into two separate modules: an emotion
recognition module and a refinement module. The emotion
recognition module aims to predict the emotional state of
each utterance. The refinement module aims to correct some
errors in these preliminary results, further improving the
emotion recognition performance. Specifically, we propose a
novel framework for emotion refinement, called “Personality-
enhanced Iterative Refinement Network (PIRNet).” Fig. 1
shows the overall structure of our model. To capture person-
ality influence, we exploit personality traits to mimic emo-
tional transitions and generate personality-enhanced results.
Then, we utilize a bidirectional gated recurrent unit (GRU)
to capture contextual information in both directions. The final
outputs are fed into a fully-connected layer, followed by a
softmax activation for emotion prediction. To make full use of
emotion labels during training, we further equip PIRNet with
a multistage iterative method. At each stage, PIRNet takes
the optimized results of the previous stage as the inputs and
ground-truth labels as the outputs. During inference, PIRNet
leverages the multistage refinement process to generate final
emotion results.

Recently, researchers have proposed an effective emotion
refinement model for ERC [11]. It utilizes graph networks
to model human interactions, followed by attention-based
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GRUs for context-sensitive modeling. However, this model
does not consider personality influence in emotion recognition.
In this article, we further take full advantage of personality
traits through a multistage iterative strategy. To verify the
effectiveness of our method, we evaluate PIRNet on three
benchmark datasets for ERC, that is, IEMOCAP, CMU-MOSI,
and CMU-MOSEI. Experimental results demonstrate that our
PIRNet outperforms currently advanced approaches to emotion
recognition and emotion refinement. The main contributions of
this article can be summarized as follows.

1) We propose a novel emotion refinement framework,
PIRNet. It incorporates personality influence and con-
textual information to improve emotion recognition per-
formance through a multistage iterative strategy.

2) We systemically investigate the importance of each
component in PIRNet, including personality trails and
the multistage iterative approach.

3) Extensive experiments on three benchmark datasets
demonstrate the effectiveness of our method. PIRNet can
achieve performance improvements in both unimodal
and multimodal conditions, succeeding over existing
models on emotion recognition and emotion refinement.

The remainder of this article is organized as follows.
In Section II, we provide a brief review of related works.
In Section III, we formalize the problem statement and
describe our proposed method. In Section IV, we present
experimental datasets and setup in detail. Experimental results
and analysis are illustrated in Section V. Finally, we conclude
this article and discuss future work in Section VI.

II. RELATED WORKS

A. Emotion Recognition in Conversation

To generate more human-like conversations, we need to
incorporate empathy into the design of dialog systems [12],
[13]. Emotion as an important component in building empa-
thetic dialog systems has attracted increasing interest from
researchers [14], [15]. For example, Zhou et al. [16] leveraged
emotion category embedding, internal emotion memory, and
external memory to model emotion influence in conversa-
tions. Cui et al. [17] exploited multitask learning to model
semantic and emotional relationships in multiturn emotional
conversations. Liang et al. [18] further proposed a heteroge-
neous graph-based model to predict appropriate emotions in
response. Accurate perception of emotional states is the first
step in the success of empathetic dialog systems. In this article,
we focus on ERC to enhance the perception of emotional states
in conversations.

Unlike vanilla emotion recognition in individual utterances,
ERC processes the constituent utterances of a dialog con-
secutively. Therefore, contextual information plays an impor-
tant role in emotion recognition [6]. Previously, researchers
have proposed some methods for context-sensitive modeling,
but the most popular strategy is the recurrent neural net-
work (RNN). Due to the well-designed gating mechanisms,
RNNs such as long short-term memory (LSTM) [19] and
GRU [20] are capable of modeling long-term emotional
dynamics in conversations. For example, Zhang et al. [21]

TABLE I

BIG-FIVE PERSONALITY TRAITS AND ASSOCIATED ADJECTIVES [31]

utilized an LSTM-based model to capture contextual infor-
mation obtained from historical utterances while classifying
the target utterance. But, in addition to historical utterances,
contextual information can also come from future utter-
ances [22]. To this end, Poria et al. [2] proposed a bidi-
rectional model to capture contextual information in both
directions. To further consider interactions between different
speakers, Hazarika et al. [23], [24] exploited distinct GRUs to
learn the context of each speaker separately. More recently,
Li et al. [25] employed low-rank matrix approximation on
bidirectional LSTMs to build a parameter-efficient model.
Ma et al. [26] further leveraged an RNN-based hierarchical
structure to integrate word-level dependencies between utter-
ances and utterance-level dependencies in the context.

Hence, we decide to leverage RNNs for context-sensitive
modeling. It should be noted that our PIRNet is different
from previous approaches for ERC. In addition to contextual
information, we tightly integrate ERC with personality traits
because of their impact on emotion recognition [27].

B. Personality Effect on Emotion

Personality is an important psychological concept that can
be characterized by some stable attributes [28]. There are
different approaches for personality description [29], [30], but
the most popular one is called the Big-Five Model [31]. This
model captures individual differences through five personal-
ity traits, including openness, conscientiousness, extraversion,
agreeableness, and neuroticism [31]. Table I further explains
these traits by their associated adjectives. In this article,
we also use the Big-Five Model to measure personality traits.

Different people have different ways of perceiving and
reacting to emotional information, and such difference is
related to their personality traits [27]. Therefore, it is necessary
to reveal the personality effects on emotions [32]. Previously,
Barford and Smillie [33] conducted a theoretically grounded
investigation of personality and emotion. They found that neu-
roticism predicted higher negative emotions and lower positive
emotions, while agreeableness exhibited the opposite phe-
nomenon to neuroticism. Mohammadi and Vuilleumier [34]
summarized existing works and presented similar conclusions
to Barford and Smillie [33]. They found that extraversion,
agreeableness, conscientiousness, and openness were posi-
tively correlated with positive emotions. On the contrary, neu-
roticism was positively correlated with negative emotions and
negatively correlated with positive emotions. Based on their
psychological findings, Wen et al. [35] automatically selected
emotions in response by considering personality differences.
Liang et al. [36] further proposed a graph model to encode
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multisource knowledge (including the personalities of the
speaker, the dialog history, and the facial expression) and then
predicted appropriate emotions for feedback. Inspired by their
success, we propose to equip our emotion recognition system
with personality traits and enable it to capture personality
influence.

C. Iterative Method

The iterative method is a process that utilizes initial val-
ues to generate a series of improved approximate solutions
for optimization problems [37]. For example, the conjugate
gradient method [38] is an iterative method that uses a linear
combination of the current residual and the search direction
to update the current iteration. BFGS [39] is another popular
iterative method that utilizes curvature information to deter-
mine the search direction. Most iterative methods terminate
when the improvement is sufficiently small [40].

Recently, iterative methods have been widely utilized
in various areas. Typically, Goodfellow et al. [41] proposed
the generative adversarial network to capture data distribu-
tions through the iterative method. It contained a generator
and a discriminator. The generator learned to capture data
distributions, while the discriminator distinguished the data
distribution produced by the generator from the real data dis-
tribution. Kolotouros et al. [42] leveraged the iterative method
for human pose estimation. They first estimated the initial
values of the optimization routine. Then they fitted the body
model and utilized the fitted estimates to supervise the net-
work. In this article, we draw inspiration from the iterative
method. We find that this concept can be integrated with
emotion refinement seamlessly, resulting in our multistage
PIRNet. To the best of our knowledge, it is the first emotion
refinement model using the multistage iterative method.

III. METHODOLOGY

In this section, we formalize the problem statement and
describe our proposed framework in detail. The overall struc-
ture of our PIRNet is shown in Fig. 1.

A. Problem Definition and Notation

Our task is to classify all constituent utterances of a
conversation into corresponding emotion labels. We conduct
experiments in the offline condition, that is, we have access
to the entire conversation during both training and infer-
ence phases, in line with previous works [2], [43]. Suppose
we have a conversation U = {(ut , yt)}Nt=1 consisting of N
utterances. Here, ut is the tth utterance in the conversation.
yt ∈ {1, 2, . . . , c} denotes the emotion label of ut , where c
represents the number of discrete labels in the corpus. Let us
define a function S(·) that maps the index of utterance into
its associated speaker. Therefore, each utterance ut is uttered
by the speaker S(t) ∈ S, where S denotes the set of speakers.

PIRNet is an iterative method with multiple stages. For
convenience, we use the superscript [k] to denote the index
of each stage. In the initial stage (i.e., k = 0), we extract
feature vectors f [0]t ∈ R

d f for each utterance ut , where d f

represents the input feature dimension.

Fig. 1. Overall structure of PIRNet. It takes preliminary emotion recognition
results and personality detection results as the inputs, aiming to improve
emotion recognition performance by leveraging personality influence and
contextual information through a multistage iterative strategy.

B. Preliminaries

1) Emotion Recognition: Since contextual information is
crucial in ERC, we exploit a bidirectional GRU to capture
contextual information in both directions [44], [45]. For each
direction, GRU takes the input feature of the current step,
along with the hidden state carried from the previous step, and
outputs a new hidden state for the next step. The calculation
formula of the forward GRU is shown as follows:

r [0]t = σ
(

W r
e f [0]t +Ur

e
−→
h [0]t−1 + br

e

)
(1)

z[0]t = σ
(

W z
e f [0]t +U z

e
−→
h [0]t−1 + bz

e

)
(2)

g[0]t = tanh
(

W g
e f [0]t +U g

e

(
r [0]t ◦ −→h [0]t−1

)
+ bg

e

)
(3)

−→
h [0]t =

(
1− z[0]t

)
◦ −→h [0]t−1 + z[0]t ◦ g[0]t (4)

for each time step t ,
−→
h [0]t−1 ∈ R

dh is the hidden state of the
previous step, and f [0]t ∈ R

d f is the input feature of the current
step. Here, dh denotes the feature dimension of the hidden
state. r [0]t ∈ R

dh and z[0]t ∈ R
dh are the reset gate and the

update gate, respectively. W m
e ∈ R

dh×d f , U m
e ∈ R

dh×dh and
bm

e ∈ R
dh are the trainable parameters, where m ∈ {r, z, g}.

Here, σ represents the sigmoid activation function and ◦
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denotes elementwise multiplication.
−→
h [0]t is the final output

of the forward GRU. Repeating such a process, we can also
extract

←−
h [0]t for the backward GRU. Finally, we concatenate

them together and generate feature representations h[0]t =
[−→h [0]t ,

←−
h [0]t ] ∈ R

2dh . These features are fed into a fully-
connected layer, followed by a softmax function to predict
emotion-class probabilities ŷ[0]t ∈ R

c for each utterance ut :

ŷ[0]t = softmax
(

W y
e h[0]t + by

e

)
(5)

where W y
e ∈ R

c×2dh and by
e ∈ R

c are the trainable parameters.
We predict ŷ[0]t for all utterances in the conversation, generat-
ing {ŷ[0]t }Nt=1. To optimize all trainable parameters, we choose
the cross-entropy loss function. Minimizing this loss function
ensures that we can learn more discriminative features for
emotion recognition. Suppose we have an emotion corpus
De = {Ui}Nc

i=1, where Ui = {(ui, j , yi, j )}Ni
j=1. Here, Nc denotes

the number of conversations in the corpus and Ni denotes the
number of utterances in the conversation Ui . The cross-entropy
loss L [0]e is calculated as follows:

L [0]e = −
1∑Nc

i=1 Ni

Nc∑
i=1

Ni∑
j=1

yi, j log
(

ŷ[0]i, j

)
(6)

where yi, j ∈ R
c and ŷ[0]i, j ∈ R

c are the ground-truth emotion
label and the predicted emotion label for the j th utterance in
the conversation Ui , respectively.

2) Personality Recognition: Personality traits affect human
perception and expression of emotional information [27]. But
most emotion datasets do not have personality annotations.
To compute personality scores on emotion datasets, we first
train a personality detection model on the ChaLearn First
Impression Database [46], a benchmark database for person-
ality recognition. This corpus leverages the Big-Five Model
to annotate each sample, resulting in a 5-D personality score.
The value of each dimension is in the range of [0, 1].

Suppose we have a personality corpus Dp = {(u p
i , y p

i )}Np

i=1
containing Np samples. Here, u p

i is a sample in the corpus
and y p

i ∈ R
5 is the personality score of u p

i . In our personality
detection model, we first extract feature vectors for each sam-
ple. These features are then fed into stacked fully-connected
layers, followed by ReLU for personality prediction. During
training, we choose the absolute loss to optimize all trainable
parameters. The loss L p is calculated as follows:

L p = 1

Np

Np∑
i=1

∣∣y p
i − ŷ p

i

∣∣ (7)

where ŷ p
i ∈ R

5 is the predicted result for the sample u p
i .

We train and evaluate personality recognition performance on
the ChaLearn First Impression Database. We choose the best
model as our pretrained personality detection model.

On emotion datasets, each speaker s ∈ S usually has
multiple utterances during conversations. To extract speaker-
level personality scores on emotion datasets, we first leverage
the pretrained personality detection model to extract 5-D
scores from each utterance. Then we draw inspiration from
recent work [9] and aggregate these scores by five statistical

functions (i.e., mean, standard deviation, median, maximum,
and minimum). Finally, we obtain a 25-D personality feature
ps ∈ R

dp for each speaker s ∈ S. Here, dp is the feature
dimension.

C. Personality-Enhanced Iterative Refinement Network

Fig. 1 shows the overall structure of our proposed frame-
work. It is a multistage iterative method. Each stage leverages
personality influence and contextual information to improve
the emotion prediction results carried from the previous stage.
PIRNet terminates the iteration when the improvement is less
than a sufficiently small value �. In this section, we assume that
K is the total number of stages, and we take the calculation
formula of stage k ∈ {1, . . . , K } as an example.

1) Personality Influence: Personality traits affect emotional
transitions in conversation [35]. Emotional transitions measure
the variation between the current emotion and the preceding
emotion of the same speaker. We decide to model this tran-
sition process to capture the personality effect on emotions.
First, we need to define a function H(·) to map the index of
utterance ut to its immediate preceding utterance of the same
speaker. This function should satisfy the following conditions:

max H(t)

s.t. H(t) < t

S(H(t)) = S(t) (8)

since the function S(·) maps the index of utterance to
its corresponding speaker, S(H(t)) = S(t) ensures that
uH(t) and ut belong to the same speaker. Therefore, the
maximum H(t) that satisfies H(t) < t ensures that uH(t)
is the immediate preceding utterance of ut with the same
speaker.

Emotional transitions are triggered by contextual informa-
tion and are affected by personality traits [35]. At each stage
k, we take the outputs of the previous stage (i.e., k−1) as the
inputs. To simulate the transition process of ut , we leverage
the personality trait pS(t) ∈ R

dp along with the contextual
feature h[k−1]

t ∈ R
2dh and the preceding emotion ŷ[k−1]

H(t) ∈ R
c

to compose the variation in emotional transitions. Since these
features have different feature dimensions, we first equalize
their dimensions through separate fully-connected layers

q [k−1]
p = tanh

(
W q

p pS(t) + bq
p

)
(9)

q [k−1]
h = tanh

(
W q

h h[k−1]
t + bq

h

)
(10)

q [k−1]
y = tanh

(
W q

y ŷ[k−1]
H(t) + bq

y

)
(11)

since ŷ[k−1]
H(t) ∈ R

c has the minimum feature dimension,
we equalize the dimension of all features to c, thus gener-
ating fixed-size outputs q [k−1]

m ∈ R
c, m ∈ {p, h, y}. Here,

{W q
m, bq

m}, m ∈ {p, h, y} are the trainable parameters. Different
features contribute differently to emotional transitions. To pri-
oritize important features and prevent being overwhelmed by
other unimportant features, we exploit the attention mecha-
nism to calculate the variation �y[k−1]

t ∈ R
c in emotional
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transitions. The calculation formula is shown as follows:

α[k−1]
m = exp

(
Wα

mq [k−1]
m + bα

m

)
∑

i exp
(

Wα
i q [k−1]

i + bα
i

) , m ∈ {p, h, y} (12)

�y[k−1]
t =

∑
m

α[k−1]
m q [k−1]

m (13)

where α[k−1]
m ∈ R

1, m ∈ {p, h, y} is the attention score
for each input. Here, {Wα

m, bα
m}, m ∈ {p, h, y} are the

trainable parameters in the attention mechanism. For each
utterance ut , we generate the personality-enhanced result
ỹ[k−1]

t ∈ R
c by shifting the preceding emotion with the

variation

ỹ[k−1]
t = ŷ[k−1]

H(t) +�y[k−1]
t . (14)

Finally, we use this personality-enhanced result ỹ[k−1]
t ∈ R

c

to improve the prediction result carried from the previous stage
ŷ[k−1]

t ∈ R
c. To focus on important information, we integrate

these features through the attention mechanism, generating
f [k]t ∈ R

c. This output is generated for all utterances in the
conversation, marked as F [k] = { f [k]t }Nt=1.

2) Contextual Information: To successfully predict the emo-
tional state of each utterance in a conversation, we should take
full advantage of its contextual information in the surrounding
utterances [2]. Therefore, we further feed F [k] = { f [k]t }Nt=1 into
a bidirectional GRU for context-sensitive modeling and gen-
erate H [k] = {h[k]t }Nt=1. Then we leverage the fully-connected
layer and the softmax activation to predict emotion probabili-
ties Ŷ [k] = {ŷ[k]t }Nt=1. Here, ŷ[k]t ∈ R

c is the enhanced prediction
result. Same as the initial stage, we choose the cross-entropy
loss to optimize all trainable parameters. The loss function of
stage k is calculated as follows:

L [k]e = −
1∑Nc

i=1 Ni

Nc∑
i=1

Ni∑
j=1

yi, j log
(

ŷ[k]i, j

)
(15)

where yi, j ∈ R
c and ŷ[k]i, j ∈ R

c are the ground-truth emotion
label and the predicted emotion label for the j th utterance
in the conversation Ui , respectively. The pseudo-code of the
training process is summarized in Algorithm 1.

IV. EXPERIMENTAL DATABASES AND SETUP

A. Emotion Datasets

To evaluate the performance of PIRNet, we conduct exper-
iments on three popular benchmark datasets in ERC, that is,
IEMOCAP [47], CMU-MOSI [48], and CMU-MOSEI [49].
Unlike laboratory-controlled datasets, these datasets either
mimic real-world conditions or are collected from social media
platforms, making them challenging for ERC. In Table II,
we present statistics and data partitions of these datasets.

IEMOCAP contains multiple conversations between two
speakers. Each conversation is divided into small utter-
ances, and each utterance is annotated with discrete emo-
tion labels. For a fair comparison, we follow two popular
label process manners, resulting in four-class and six-class
datasets. In the four-class dataset, we consider four labels
containing anger, happiness, sadness, and neutral, where

Algorithm 1 Pseudo-Code of Training Process
Require: Emotion dataset De and Personality dataset Dp

1: function EMOTION RECOGNITION(De)
2: Model parameters θ [0]e and the learning rate re

3: Initialize model parameters with random values
4: while loss decreases do
5: Randomly select a batch Be from De

6: Forward Be to predict emotion labels
7: Obtain loss L [0]e and gradient descent ∇L [0]e (θ [0]e )
8: Update parameters θ [0]e ← θ [0]e − re∇L [0]e (θ [0]e )
9: end while

10: return Trained model F [0]e with θ [0]e
11: end function
12:
13: function PERSONALITY RECOGNITION(Dp)
14: Model parameters θp and the learning rate r p

15: Initialize model parameters with random values
16: while loss decreases do
17: Randomly sample a batch Bp from Dp

18: Forward Bp to predict personality traits
19: Obtain loss L p and its gradient descent ∇L p

(
θp

)
20: Update parameters θp ← θp − r p∇L p

(
θp

)
21: end while
22: return Trained model Fp with θp

23: end function
24:
25: function PIRNET(De, Dp)
26: F [0]e = EMOTION RECOGNITION (De)
27: Fp = PERSONALITY RECOGNITION (Dp)
28: Use F [0]e to calculate emotion results in De

29: Use Fp to calculate personality scores in De

30: F [0]e calculates WAF on De’s test set, denoted as res[0]
31: Initialize a sufficiently small value �
32: Initialize the refinement stage k = 1
33: while loss decreases do
34: Model parameters θ [k]e and the learning rate re

35: Randomly initialize trainable parameters
36: Randomly sample a batch Be from De

37: Create L for parameter update
38: for each conversation U = {(ut , yt)}Nt=1 in Be do
39: Capture personality influence and generate

personality-enhanced results { f [k]t }Nt=1
40: Capture contextual information and generate

improved emotion results { ŷ[k]t }Nt=1
41: Obtain loss L [k]e and stack it to L
42: end for
43: Calculate the gradient to obtain ∇L (θ [k]e )
44: Update parameters θ [k]e ← θ [k]e − re∇L (θ [k]e )
45: end while
46: Generate the trained model F [k]e with θ [k]e
47: F [k]e calculates WAF on De’s test set, denoted as res[k]
48: Check the convergence condition res[k] − res[k−1] < �
49: if not converged then
50: Update stage k = k + 1
51: Go to step 33 until convergence
52: end if
53: end function

the excitement category is merged into the happiness cate-
gory [2], [23]. In the six-class dataset, we consider six labels,
including anger, happiness, sadness, neutral, excitement, and
frustration [43], [50].

CMU-MOSI is a collection of movie review videos from
online websites. Each utterance is annotated with a sentiment
intensity score ranging from [−3,+3]. Here, −3 represents
the extreme score of negative sentiment and +3 represents the
extreme score of positive sentiment.
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TABLE II

STATISTICS AND DATA PARTITIONS OF EMOTION DATASETS

CMU-MOSEI is an extended version of CMU-MOSI with
more utterances and a greater variety of topics. Following the
annotation method in CMU-MOSI, each utterance is labeled
ranging from [−3,+3] to reflect the sentiment intensity.

B. Evaluation Metrics

In this article, we focus on the classification performance
of different methods. Since IEMOCAP is annotated with
discrete emotion labels, we can naturally evaluate its clas-
sification performance. CMU-MOSI and CMU-MOSEI are
labeled with regression values ranging from [−3, 3]. For these
datasets, we threshold the regression values to categorical
values. Specifically, we assign <0 and >0 scores to positive
and negative emotion classes, respectively. Due to the inher-
ent imbalance across various emotions [47]–[49], we choose
weighted average F1-score (WAF) as the primary evaluation
metric and weighted average accuracy (WAA) as the secondary
evaluation metric, in line with previous works [51], [52].
For these evaluation metrics, higher values indicate better
performance.

C. Multimodal Features

Compared with handcrafted features, deep features have
recently achieved remarkable performance in emotion recog-
nition [11]. In this section, we focus on deep features and
describe the feature extraction process in detail.

1) Acoustic Features: We extract acoustic features using
the pretrained wav2vec [53], a multilayer convolutional neural
network trained on large amounts of unlabeled data. Recently,
wav2vec has proved its ability in various tasks such as
speech recognition, speaker verification, and language identifi-
cation [53], [54]. Inspired by its success, we attempt to lever-
age wav2vec for emotion recognition. Specifically, we utilize
the pretrained wav2vec-large model to extract 512-D acoustics
features for each utterance.

2) Lexical Features: We extract lexical features via the
pretrained RoBERTa [55]. It is an improved approach for
training BERT [56], including using bigger batches over more
data and removing the next sentence prediction objective.
Recently, RoBERTa has achieved performance improvements
in multiple tasks such as reading comprehension, question
answering, and sentiment analysis [57], [58]. Inspired by its
success, we attempt to leverage RoBERTa for ERC. Specif-
ically, we leverage the pretrained RoBERTa-large model to
extract 768-D lexical features for each utterance.

3) Multimodal Features: To focus on important modali-
ties, we draw inspiration from recent work [22] and utilize
the attention mechanism for multimodal fusion. Concretely,

we first equalize the feature dimension of all unimodal
features. Then we learn attention weights to evaluate the
importance of each modality, followed by the weighted sum
for multimodal fusion. Finally, we extract 100-D multimodal
features.

D. Implementation Details

Based on the emotion recognition performance, we set
hyperparameters as follows. In this work, we first predict
the emotional state of each utterance and the personality
score of each speaker. The “emotion recognition” module
in Section III-B contains a bidirectional GRU layer, and the
dimension of hidden representations is set to dh = 100. The
“personality recognition” module in Section III-B consists of
two fully-connected layers, and the output feature dimension
is set to 5. Then we feed these preliminary results into PIRNet,
aiming to improve the emotion recognition performance.
PIRNet contains a bidirectional GRU layer, and we set the
number of hidden units to c. Here, c is the number of discrete
emotion labels in the corpus. We terminate the iteration when
the improvement of WAF is less than � = 0.001.

We use the Adam scheme [59] to optimize all trainable
parameters. For the “personality recognition” module, we set
the mini-batch size to 64 and the learning rate to rp = 0.0001.
To help convergence and improve generalization, we also
employ Dropout [60] with a rate of 0.5 behind fully-connected
layers. For the “emotion recognition” module and PIRNet,
we set the learning rate to re = 0.0001. We also employ
L2 regularization with a weight of 0.00001 to alleviate over-
fitting. Different conversations have distinct numbers of utter-
ances, resulting in variable-length inputs. To implement our
model in TensorFlow [61], we pad the conversations of the
same mini-batch to have the same number of utterances. Bit
masking is also utilized to remove the effect of padding.

E. Baseline Models

Since contextual information plays an important role in
ERC, researchers have proposed various contextual mod-
els. To evaluate the performance of the proposed method,
we implement these contextual models as our baselines:
BC-LSTM [2] builds an LSTM-based model that enables
utterances to capture contextual information from their sur-
roundings. CHFusion [62] and CAT-LSTM [63] are two
extended versions of BC-LSTM, including the use of the
hierarchical structure and the attention mechanism. To further
capture interactions between different speakers, CMN [23],
ICON [24], DialogueRNN [43], and A-DMN [64] employ
RNNs to learn separate contexts for each speaker. Different
from these methods, HiTrans [65] exploits a pairwise speaker
verification task to make the model speaker-sensitive.

Besides contextual models, we also compare the pro-
posed method with the following multimodal fusion strate-
gies: TFN [66] introduces a tensor fusion network to learn
both intramodality and intermodality dynamics. However,
TFN is generally constrained by computational and memory
costs. To this end, LMF [67], LMFN [51], HFFN [68],
and Dual-LMF [69] utilize various approaches to improve
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TABLE III

MULTIMODAL EMOTION RECOGNITION RESULTS ON THE TEST SET OF
IEMOCAP. BEST RESULTS ARE HIGHLIGHTED IN BOLD

the efficiency of TFN. In addition to the above methods,
modality factorization and modality translation are also widely
utilized in multimodal fusion. Modality factorization methods
decompose multimodal features into distinct subspaces (such
as MFM [70], MISA [71], and MMB2 [72]). Modality
translation methods learn joint representations between two
modalities (such as MCTN [73], ARGF [50], and CIA [74]).
For descriptions of the remaining baselines, we recommend
readers refer to GMFN [49], RLC [5], DialogueTRM [75],
MulT [76], ICCN [52], M3ER [77], QMF [78], and
DialogXL [79].

V. RESULTS AND DISCUSSION

We first conduct comparative experiments between PIRNet
and currently advanced emotion recognition models. Then we
investigate the importance of different modalities and study
the generalization performance of personality recognition.
Subsequently, we reveal the necessity of each component in
PIRNet, including personality trails and iterative methods.
To further verify the effectiveness of our proposed method,
we also compare PIRNet with other refinement models for
ERC. In this section, we treat the “emotion recognition”
module in Section III-B as a comparison system. It does
not include any emotion refinement process, referred to as
BIGRU-ERC.

A. Performance on Emotion Recognition

Tables III–V present the experimental results on different
datasets. For IEMOCAP (four-class), PIRNet achieves new
state-of-the-art records with 86.96% on WAF and 86.95% on
WAA, which shows an absolute improvement of 4.42% on
WAF and 4.25% on WAA. For IEMOCAP (six-class), our
method outperforms the currently advanced approaches by
2.95% on WAF and 3.29% on WAA. Experimental results
in Tables IV and V demonstrate that PIRNet also exhibits
performance improvement on CMU-MOSI and CMU-MOSEI.
To sum up, we can achieve competitive results on all datasets,
highlighting the capabilities of PIRNet for emotion recogni-
tion. These improvements are caused by the following reasons.

1) In Tables III–V, we observe that PIRNet succeeds over
existing contextual models on emotion recognition (such
as BC-LSTM, CAT-LSTM, and DialogueRNN). Com-
pared with these contextual models, PIRNet can take

TABLE IV

MULTIMODAL EMOTION RECOGNITION RESULTS ON THE TEST SET OF
CMU-MOSI. BEST RESULTS ARE HIGHLIGHTED IN BOLD

TABLE V

MULTIMODAL EMOTION RECOGNITION RESULTS ON THE TEST SET OF

CMU-MOSEI. BEST RESULTS ARE HIGHLIGHTED IN BOLD

full advantage of personality traits to improve emotion
recognition performance through a multistage iterative
strategy. These results demonstrate the effectiveness of
our proposed method.

2) In Tables III–V, experimental results demonstrate that
PIRNet also exhibits performance improvement over
existing multimodal fusion methods (such as TFN,
MFM, and LMF). These multimodal fusion methods do
not explicitly model contextual information in conversa-
tions, while contextual information plays an important
role in ERC. In this article, we exploit bidirectional
recurrent layers to capture contextual information in both
historical and future utterances, resulting in better emo-
tion recognition performance. These results demonstrate
the importance of contextual information and verify the
effectiveness of our contextual modeling strategy.

B. Importance of Different Modalities

To investigate the importance of different modalities,
we present unimodal and multimodal results in Table VI.
From Table VI, we observe that PIRNet achieves perfor-
mance improvement in both unimodal and multimodal condi-
tions. For IEMOCAP (four-class), PIRNet shows an absolute
improvement of 2.27%–2.87% on WAF and 2.18%–2.82%
on WAA over BIGRU-ERC. For IEMOCAP (six-class),
PIRNet succeeds over BIGRU-ERC by 1.63%–3.62% on
WAF and 1.60%–3.69% on WAA. We can also find the same
phenomenon in other datasets. Since personality influence
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TABLE VI

PERFORMANCE OF PIRNet USING DIFFERENT MODALITY COMBINATIONS. BEST RESULTS ARE HIGHLIGHTED IN BOLD. � SHOWS THE IMPROVEMENT
OR REDUCTION OVER THE COMPARISON SYSTEM. IMPROVEMENTS ARE HIGHLIGHTED IN GREEN

and contextual information are crucial in ERC, PIRNet
exploits these two factors to improve prediction results of
BIGRU-ERC, resulting in better emotion recognition perfor-
mance.

In Table VI, we observe that lexical results outperform
acoustic results in emotion recognition. This phenomenon
can also be found in previous works [24]. Since text tends
to have less noise than audio in our emotion datasets [23],
we can learn more emotion-salient features from the text.
Meanwhile, we observe that multimodal results succeed over
unimodal results in all cases. Humans express emotions
through various modalities. To better understand emotional
states, we exploit the attention mechanism to integrate multi-
modal information. These results demonstrate the importance
of multisource information and the effectiveness of our fusion
strategy.

Meanwhile, experimental results in Table VI demonstrate
that the improvement brought by PIRNet is different for dis-
tinct datasets. Compared with CMU-MOSI and CMU-MOSEI,
PIRNet brings more performance improvement to IEMOCAP.
These results suggest that personality influence and contextual
information in PIRNet are more useful in IEMOCAP. Fur-
thermore, we observe that PIRNet brings more performance
improvement to unimodal results than multimodal results. The
reason lies in that multimodal results have already gained per-
formance improvement from our multimodal fusion strategy,
which may weaken the effectiveness of PIRNet.

C. Generalization Performance of Personality Recognition

Since emotion datasets do not have personality annotations,
it is hard to study the generalization performance of per-
sonality detection models on emotion datasets. To this end,
we conduct experiments between two benchmark personality
detection datasets: ChaLearn First Impression Database [46]
and Essays [80]. The first one is collected from YouTube,
while the second one contains multiple anonymous essays in
a controlled environment. These datasets leverage the Big-Five
Model to measure personality. To investigate the generalization
performance of personality detection, we conduct experiments
in both within-corpus and cross-corpus settings. Experimental
results are listed in Table VII.

1) Within-corpus results: In this setting, we conduct
experiments on ChaLearn First Impression Database.

TABLE VII

GENERALIZATION PERFORMANCE OF PERSONALITY RECOGNITION

Specifically, we train the model on its training set and
evaluate the performance on its test set.

2) Cross-corpus (w/o FC) results: In this setting, we con-
duct cross-corpus experiments between ChaLearn First
Impression Database and Essays. Specifically, we train
the model on Essays and evaluate the performance on
the test set of ChaLearn First Impression Database.

3) Cross-corpus (w FC) results: Personality scores from
different datasets are correlated, but there are also
inevitable differences. In this cross-corpus setting,
we further utilize a fully-connected layer to reduce
annotation bias between different datasets.

In Table VII, we observe that cross-corpus results are
slightly worse than within-corpus results. It confirms that there
is annotation bias between different datasets. With the help
of the fully-connected layer, we can reduce the discrepancy
between within-corpus and cross-corpus results. Therefore,
we also leverage the fully-connected layer [see (9)] to reduce
annotation bias in our implementation.

D. Importance of Personality Traits

In this section, we implement a comparison system to verify
the importance of personality traits in our proposed method.
Experimental results are listed in Table VIII.

1) PIRNet: To capture the personality effect on emo-
tions, this model leverages personality traits, contex-
tual representations, and preceding emotions to simulate
emotional transitions and generate personality-enhanced
results.

2) PIRNet-NP: It comes from PIRNet but omits personality
traits. Specifically, this model only utilizes contextual
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Fig. 2. Effect of number of stages (� = 0.001). (a) Experiments on IEMOCAP (four-class). (b) Experiments on IEMOCAP (six-class).

TABLE VIII

IMPORTANCE OF PERSONALITY TRAITS IN PIRNet. BOLD FRONT REPRE-
SENTS THE BEST PERFORMANCE

representations and preceding emotions to compute the
variation in emotional transitions.

From Table VIII, we observe that the proposed method
outperforms PIRNet-NP in most cases. Personality traits
affect human perception and expression of emotional
information [27]. In PIRNet, we can capture personality
influence through a multistage iterative strategy. These
results highlight the importance of personality information in
emotion recognition.

E. Effectiveness of Iterative Methods

To verify the effectiveness of our iterative method,
we present experimental results of different stages in Fig. 2.
Specifically, we utilize PIRNet-RK to represent the number
of stages. Therefore, PIRNet-R0 represents a system with-
out emotion refinement (i.e., BIGRU-ERC). From Fig. 2,
we observe that increasing the number of stages can improve
the emotion recognition performance to a certain point.
However, further increases result in limited performance
improvement or performance degradation and then trigger the
termination criterion when the improvement is less than a
sufficiently small value � = 0.001. The reason lies in that
too many stages may increase the risk of over-fitting. These
results also verify the effectiveness of our iterative method
in PIRNet.

F. Comparison With Other Refinement Models

In addition to PIRNet, we can also utilize other models
for emotion refinement. In this section, we implement three
comparison systems to verify the effectiveness of our method.
Experimental results are listed in Table IX.

1) LSTM-CRF: It uses a bidirectional LSTM layer and
a CRF layer for emotion refinement. LSTM captures
contextual information in both directions. CRF exploits
past and future emotion labels to decode the best label
sequence for the entire conversation.

2) LSTM-GCN: It employs LSTM to capture contextual
information, followed by GCN for interaction model-
ing. GCN symbolizes conversations into heterogeneous
graphs. The nodes in the graph represent individual
utterances. The edges between a pair of nodes represent
dependencies between the speakers of those utterances.

3) DECN: It employs graph networks to model human
interactions, followed by an attention-based GRU layer
to capture context-sensitive dependencies.

4) PIRNet: It combines personality influence and contex-
tual information through a multistage iterative strategy.

In Table IX, we observe that with the help of emotion
refinement models, we can achieve better performance than
BIGRU-ERC in most cases. These results confirm the neces-
sity of the emotion refinement process. Meanwhile, compared
with other methods, PIRNet can achieve the best performance
in most cases. Existing methods do not consider the influence
of personality on emotion recognition, thus limiting their per-
formance. In this article, PIRNet further captures personality
influence through a multistage iterative strategy and achieves
better emotion recognition performance.

In Fig. 3, we visualize the confusion matrices of
BIGRU-ERC and PIRNet on IEMOCAP(four-class).
We observe that improvements in classification performance
can be seen for all emotion categories. With the help
of PIRNet, we can incorporate personality influence and
contextual information to correct some misclassified samples
in preliminary emotion results and further improve the
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Fig. 3. Visualization confusion matrices on the test set of IEMOCAP (four-class). (a) Experiments on BIGRU-ERC. (b) Experiments on PIRNet.

TABLE IX

COMPARED WITH OTHER REFINEMENT MODELS ON THE TEST SET OF

IEMOCAP. THE BEST PERFORMANCE IS HIGHLIGHTED IN BOLD AND

THE SECOND HIGHEST RESULT IS LABELED BY †

emotion recognition performance. These results verify the
effectiveness of our method.

VI. CONCLUSION

In this article, we propose “PIRNet,” a novel framework
for emotion refinement. It is an iterative method with multiple
stages. Each stage exploits personality influence and contex-
tual information to improve emotion recognition performance.
Experimental results on three benchmark datasets demon-
strate the effectiveness of our method. PIRNet can improve
the emotion recognition performance in both unimodal and
multimodal conditions. Meanwhile, we confirm the necessity
of each component in PIRNet, including personality traits
and the multistage iterative strategy. Furthermore, we observe
that PIRNet also succeeds over existing emotion refinement
methods. All these results demonstrate the effectiveness of our
PIRNet.

In the future, we will extend the applications of our pro-
posed method. Besides ERC, we will leverage PIRNet for
other types of conversation understanding tasks. Meanwhile,

besides lexical and acoustic modalities, we will further exploit
visual information to improve emotion recognition perfor-
mance. Furthermore, in addition to the personality effect on
emotions, we will also utilize emotion results to improve
personality recognition performance in our future work.
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