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Abstract-We make full use of the pre-known knowledge of
environment, and establish a hierarchical semantic map offline
for large-scale outdoor environment. The map contains semantic
information which is more stable than the commonly used
feature points. And the description and recognition methods of
locations based on semantic information are similar to human
habits. Experiment results show that the all parts of the map
working together can achieve path planning, location
recognition and relative pose estimation to complete the robot
navigation task.

I. INTRODUCTION

The common map models of environment can generally be
divided into metric maps, topological maps and semantic maps.
Using metric maps can construct a map precisely when dealing
with relatively small environment, and can estimate the
relative pose of the robot's trajectory in the map. However,
when dealing with large-scale environment, global metric map
is likely to cause problems such as positioning failure due to
poor global consistency, and its robustness cannot be
satisfactorily guaranteed. Topological map emphasizes the
relationship between nodes and edges, ignoring most of the
scale information in the map, and it is difficult to determine the
robot's position accurately in environment. When performing
navigation and positioning tasks in a large-scale environment,
the semantic information of objects in the environment is what
humans rely on when they search the path in environment.
Semantic information is also a valid clue that can improve
robustness.

In order to jointly adopt the advantages of both the metric
map and the topological map, Zhou et al. [1] proposed a novel
grid-topological map, using pre-known knowledge of the
environment, and developed an accurate and efficient indoor
pathfinding scheme based on building information modeling
data. A sparse semantic map building method and a laser
relocalization strategy were proposed in [2]. After initial
classification and reclassification on 3D point clouds, the
outdoor environments were divided into scene nodes and road
nodes by scene understanding. According to the generating
topological relations between the scene nodes and the road
nodes, the semantic map of the outdoor environment was
established. Then the map was simplified so that the
positioning accuracy could be improved.

In order to make full use of the pre-known knowledge of
environment and the advantages ofvarious maps, we propose a

*This work was supported in part by the Science and Technology Program
of Beijing Municipal Science and Technology Commission
(ZI91100008019004).

All authors are with the Research Center ofPrecision Sensing and Control,
Institute of Automation, Chinese Academy of Sciences, Beijing 100190,
China, and also with the School ofArtificial Intelligence, University of
Chinese Academy of Sciences, Beijing 100049, China (e-mail:
de.xu@ia.ac.cn).

novel hierarchical semantic outdoor map. We use pre-known
satellite picture to generate topological maps and a simple
global metric map, then we can use them for path planning. We
extract HOG [3] features of the surroundings near the nodes in
real world as for semantic features to construct semantic map.
The semantic information near each node is used for node
recognition according to the semantic map. After confirming
which node is the robot located, the local metric map of the
node is used to estimate the relative pose and determine
accurate position of the robot in the map.

The rest of this article is organized as follows. Section II
discusses related works. Section III specifically introduces our
approach. Section IV shows the experiment results, and,
finally, Section V concludes this article.

II. RELATED WORKS

There have been a lot of discussions about the mapping and
localization of large-scale outdoor environment. Metric maps
are mostly used. In many works, localization or navigation
task is based on the laser [4, 5]. Reference [4] proposed a
fusion method to combine the RTK-GPS (RTK: Real-time
kinematic, GPS: Global positioning system) with the laser
based simultaneous localization and mapping (SLAM)
method to design a localization mechanism to make a
four-wheel-independent-drive mobile robot run free to the
outdoor environment. Reference [5] improved a
high-precision lightweight laser SLAM method for outdoor
large-scale scenes. Camera is a more inexpensive choice than
laser, providing texture-rich information about scene at
different distance and is widely used in large-scale outdoor
environment [6-8]. LSD-SLAM (LSD: Large-scale direct
monocular) [6] can not only locally track the motion of the
camera, but also allow to build consistent, large-scale maps of
the environment.

Topological maps are also used to build maps of outdoor
large-scale scenes [9-13]. Reference [9] presented a real-time
hierarchical (topological/metric) SLAM system based on the
fusion of stereovision and GPS in order to realize the
autonomous vehicle outdoor navigation in large-scale
environment, keeping both the local consistency and the
global consistency. Reference [10] presented a semantic map
management approach for various environments by triggering
multiple maps with different SLAM configurations,
combining laser, visual, IMU (IMU: Inertial measurement
unit) sensors together, to realize the navigation both in indoor
and outdoor environment.

Location recognition based on semantic information is
similar to the way of human. In recent years, semantic maps
are paid more attention than before [2, 14-20]. Reference [2]
built a sparse semantic map from three-dimensional (3D)
point clouds through scene understanding process by classifi-
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cation. X-View [15] leveraged semantic graph descriptor
matching for global localization, enabling localization under
drastically different view-points. Reference [20] proposed a
method with a new multi-task semantic and depth prediction
model and a superpixel-based refinement for monocular
semantic mapping.

III. ApPROACH

In this section, we propose a novel hierarchical semantic
outdoor map which consists of topological map, simple global
metric map, semantic map, and local metric map, termed
topological- semantic map.

Measure the position ofeach node
and ilie length of each ·edge using
the scale ofllie satellite picture to
bui 'd simple global metric map

Extract HOG features of the
surro ndings around each node
from images, and store them to

build the semantic map

Extract obvios feature pomts in
the images, and store their ORB

des·criptions and then
cOlTesponding points' three

dimensional positions t.o form a
local mettic map

Figure 1. Overall framework of the topological-semantic map

A. Map Building
In topological-semantic map, the topological map and

simple global metric map are firstly constructed from satellite
picture. After extracting the roads in the satellite picture with
pre-known knowledge, the outdoor space is modeled as a
topography with nodes and edges selected manually. A node
usually denotes an important spatial position such as
intersection, turning or building entrance. Edges, representing
roads, connected each node. The topological map is
represented by an undirected graph with edges and nodes. The
accurate location of each node can be obtained by satellite
picture and its scale, then the simple global metric map can be
established. Robots can operate path planning according to the
topological map and the simple global metric map. People
often use the nearby surroundings of a place as semantic
information when they describe it. A unique place can be
identified by comparing the surroundings' information. In the
proposed method, surroundings' information of each node can
be encoded as semantic information and can be used in node
recognition. Landmarks around each node, for example, trees
and buildings, are manually selected from images collected in
the real world and transformed to image features to represent
semantic objects. We choose HOG features as semantic
information and use them to describe and distinguish each
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node, for different node has its different surroundings'
appearances. These HOG features of landmarks are stored in
the map to form a semantic map. The examples of HOG
features selection are shown in Figure 2. By searching
semantic objects in the images collected by the robot from the
real world and comparing them with semantic objects around
each node, the node which the robot is located at can be
determined. The obvious feature points in the images obtained
around the node are matched with the corresponding points in
the real world. The ORB description of each feature points
extracted in the frame and its corresponding point's
three-dimensional position are stored in the map to form a local
metric map. When the robot is close to the nodes, feature
points extracted in the frame can be matched to feature points
stored in the map, and can be used to estimate the relative pose
then the accurate position of the robot in the map can be
obtained. These maps work together to realize path planning
and positioning for robots in large-scale outdoor environment.
The overall process of map building is shown in Figure 1.

Figure 2. The examples of HOG features selection

B. Path Planning
Different from metric maps, topological maps can not

achieve as high accuracy as metric maps do. However, the way
of path planning with topological map is similar to that of
human beings. Currently, the topological map has been widely
used by various navigation tasks. The Dijkstra's algorithm can
be used for effective path planning based on topological maps
to get the shortest path between two nodes in the map. But
when we select the starting point and the ending point
randomly in the map, the points we selected are not the nodes
in the adjacency matrix G of the topological map. Before
performing the Dijkstra's algorithm, we find the closest points
of the starting point and the ending point which are on the
edges to generate new nodes and new edges, and add the new
nodes and new edges to the adjacency matrix G.

The algorithm works as follows:

Algorithm L Path Planning Process.

Input: starting node s, ending node e, the adjacency matrix G
of the topological map, the number nodes n, the number of
edges I.

Output: nodes that the shortest path passes path and the
shortest length lshortest.

1 G = initialize(G ,s, e), n = n+2, I = 1+2

2 S = [], dist =[oo],prev = []

3 fori=O,I, ... ,n-l

4 dist[i] = lengths,!, S [i] = 0

5 if dist[i] == 00

6 prev[~ =0

7 else
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8

9

prev[i] = s;

end if
_ Im·nl

cos(m, n ) - Ilmll.llnil (1)

10 end for

11 dist[s] = 0, s[s] = 1

12 fori=I,2, ... ,n-l

13 tmp = 00, u = v

14 for j = O,I, ... ,n-l

15 if s[j]=O && dist[j]<tmp

16 u = j, tmp = dist[j]

17 end if

18 s[u] = 1

19 for j = O,I, ... ,n-l

20 if s[j]=O && lengthu,j<oo

21 newdist = dist[u] + lengthu,j

22 if newdist < dist[j]

23 dist[j] = newdist, prev[j] = u

24 end if

25 end if

26 end for

Where m is the test sample, and n is the positive sample.

After selecting HOG features for all the objects around the
nodes in the map, we have a set of indexes for all the features,
o = {Oi}, and which node is the object located in, L = {Li},
i=I,2, .. .,N, for N is the total number of the objects.

The number of HOG features of each node is sorted
according to the angle range which the object can be seen from
large to small, and we give a set Pk={Opk}, where Opk {Oi}.
For each object, we record the other objects which can be seen
with it in the same perspective, given a set of objects, Qi =
{Oq},OqE {Oi}.

Given three images in different directions, the process of
node recognition is explained below:

Algorithm IL Node Recognition Process.

Input: the total objects set {Oi}, {Li}, objects set of each node
Pk={Opk}, nodes number K, imges set {C1,C2,C3}, threshold
{thi}, {Qi}

Output: the node which the robot located, k

for i = 1,2, ... ,N

2 hog_num[Oi] = 0, complete[Oi]=O

3 end for

10 end for

4 for p = 1,2, ... ,N27 que[n],path[], tot = 1, que[tot] = e , tot++, tmp = prev[e]

28 while tmp != s

29 que[tot] = tmp, tot++, tmp = prev[tmp]

30 end while

31 que[tot] = e

32 for i = tot,tot-l, ... ,1

33 path.push_back(que[i])

34 end for

return lshortest =dist[n], path

c. Node Recognition
In the real world, the appearances of surroundings change

greatly when observing from different positions in different
directions. The surroundings around a node can be a unique
semantic description of the node, and object features are more
stable than point features. In order to distinguish each node
effectively, we have counted which types of surrounding
objects around each node, and converted the statistical results
into a description dk=(dl ,d2, ... ,dN)T, krepresenting the kth node,
and di = 1 or 0 representing the ith object is observed or not.
Since object classification based on deep learning requires a
large amount of data, it is very inconvenient and expensive to
use it. Outdoor objects are trees and buildings in majority, and
their contours are easy to distinct. So we use HOG features to
identify the objects. We select the representative HOG feature
for each obj ect as a positive sample, and classify them by
comparing the cosine distance between the test sample and the
positive sample. The cosine distance can be calculated as:
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for k = 1,2, ... ,K

for n = 1,2,3

cos[n][k] = max(cos(fv[n],fv[Opk]))

end for

complete[Opk] = 1

for k = 1,2, ... ,K

for n = 1,2,3

if cos[n][k] > th[Opk]

hog_num[k] = hog_num[k]+1, dk'[Opk]=1

if QOpk !=0

for j=I,2, ... ,size of QOpk

pre[] .pushback(QOpk[j])

end for

end if

end if

end for

end for

ifpre!=0

for j=1,2, ... ,size ofpre

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on December 19,2022 at 10:23:30 UTC from IEEE Xplore.  Restrictions apply. 



797

return k

(b)

(d)

(b)(a)

(c)

(a)

Figure 3. The process ofmap building, (a) Satellite picture (b) simple
global metric map (c) semantic map (d) the sketch map of the semantic map

and the local metric map

represent plants. Figure 3(d) shows the sketch map of the
semantic map and the local metric map. HOG features of the
surroundings of each node were stored to build the semantic
map. As for the obvious feature points in the images captured
near each node, their ORB descriptions and their
corresponding points' three-dimensional positions were stored
for the local metric map.

Figure 4. The result of path planning, (a) the start and target points, (b)
the planned path

B. Path Planning
We randomly selected the starting point and the ending

point in the interface, and used the method mentioned in
section III to plan the path. The result is shown in Figure 4. The
red point represents the start point, and the yellow point
represents the end point, as shown in Figure 4(a). The planned
path is shown in Figure 4(b), which is the shortest route
marked with a bold blue line in the map.

if complete[OJ] = 0

for n = 1,2,3

complete[Oj] = 1

ifmax(cos(fv[n],fv[Oj])) > th[Oj]

hog_num[L[Oj]] = hog_num[L[Oj]]+1, d L[Oj]'[OJ]=1

end if

if hog_num[k] > 2

if cos(dk, dk') > threshold

break

end if

36

37

38

39

D. Relative Pose Estimation
Perspective-n-point (PnP) method measures the position of

camera based on the pre-known knowledge of the objects. In
the PnP method, by using n given points whose positions are
known in reference frame, the pose ofreference frame relative
to the camera frame can be determined. For example, 4
comers of a rectangle were used to computed the robot's pose
with PnP method in [21]. After establishing a coordinate near
each node in the map, we choose obvious points on the
reference objects near the origin of node coordinate system,
store their 0 RB features and positions in the coordinate
system, then we utilize PnP method on these points after
match them with the points in camera frame, so that the
relative pose of robot to the coordinate system can be
estimated easily.

40 end if

41 end for

42 end for

31 end for

32 end if

33 end for

34 end if

35 for k = 1,2, ... ,K

IV. EXPERIMENT

The proposed approach has been implemented in the area
larger than 1000 square meters on a computer with 3.6 GHz
CPU, 8 GB RAM, and 64-bit operating system. In this section,
we show the results to confmn the feasibility of the proposed
method.

A. Map Building
Applying the approach in section III, we built the

topological- semantic map of an area larger than 1000 square
meters. The process ofmap building is shown in Figure 3. The
s~tellite picture is shown in Figure 3(a), and its corresponding
sImple global metric map is shown in Figure 3(b). After adding
semantic object to the map, the semantic map is shown in
Figure 3(c). The gray areas represent buildings and green areas
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RELATIVE POSITION ESTIMATION RESULTS

Error(mm)

It can be seen that the proposed method can effectively find
the shortest path.

c. Node Recognition
For HOG feature, in our experiments, we used 64 X 64

sized image, 16X 16 sized cell, 32X32 sized block, and got a
324-dimensional vector for each 64X64 sized image. There
were three images in each set, and the difference ofangle when
one of the images was taken between the two others was at
least over 45 degrees, as shown in Figure 5.

TABLE II.

Ground truth(mm)
x y
3225 4844
2465 3992
1959 3494
1950 3206
1940 3408
1914 3591

Measured position (mm)
x y
3124.6 4954.8
2402.2 4091.9
1982.2 3586.0
2026.7 3257.9
2025.6 3445.0
1996.8 3636.7

-100.4
-62.8
23.2
76.6
85.6
82.8

Ay
110.8
99.9
92.0
51.9
37.0
45.7

Figure 5. A set of images of node1

v. CONCLUSION

We propose a mapping method for large-scale outdoor
environment, which is convenient and quick. The experiments
show that sub-maps in our map can work together to complete
tasks such as path planning, positioning, and relative pose
estimation successfully.

We selected three nodes to verify the robustness of the
method, and each node contained 30 sets of images. In the
robustness test, the different images including the images did
not belong to the node were selected to form a testing set of
images. We selected 15 testing sets of other images. The test
results show that these sets of other images are not recognized
as the node. The sets of images belonging to the node are
correctly recognized. The results of node recognition are
shown in the following table. Our method can accurately
distinguish each node.

TABLE I. NODERECOGNITIONRESULTS

D. Relative Pose Estimation
For relative pose estimation, we tested six frames applying

the PnP method to get the position in XOY plane relative to the
coordinate of the node. The reference objects were the pillars
as shown in Figure 6. The origin ofthe reference frame was set
to the place at the left pillar. The robot moved to different
locations relative the pillars. Its relative positions in the
reference frame were manually measured with a rule, which
were taken as the ground truth. The positions of the top and
bottom of pillars were known as the pre-knowledge. They
were used in the PnP method. The pillars' images were
captured and the robot's positions in the reference frame were
calculated with the PnP method. The results are showed in
TABLE II. All the relative errors to the depth are less than 5%.

Node
1
2
3

Correct rate
100%
100%
100%
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