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   Abstract—This  paper  addresses  the  problem  of  distributed
secure  state  estimation  for  multi-agent  systems  under  homolo-
gous  sensor  attacks.  Two  types  of  secure  Luenberger-like  dis-
tributed observers are proposed to estimate the system state and
attack  signal  simultaneously.  Specifically,  the  proposed  two
observers are applicable to deal with the cases in the presence and
absence of time delays during network communication. It  is  also
shown that the proposed observers can ensure the attack estima-
tions  from  different  agents  asymptotically  converge  to  the  same
value.  Sufficient  conditions  for  guaranteeing  the  asymptotic  con-
vergence  of  the  estimation  errors  are  derived.  Simulation  exam-
ples  are  finally  provided  to  demonstrate  the  effectiveness  of  the
proposed results.
    Index Terms— Consensus-based  Luenberger-like  observer,  distri-
buted secure state estimation, homologous signal.
  

I.  Introduction

N ETWORKED systems usually adopt computers and com-
munication  devices  to  process  and  transfer  a  signal  of

interest  (e.g.,  control  commands  and  sensor  measurements),
however, this kind of system structure leads to potential secu-
rity risks in the system [1],  [2].  For  example,  if  the attackers
obtain  the  system communication  permissions,  then  they  can
send  false  control  signals  to  controlled  objects  or  send  false
measurement signals to observers. Previous security incidents
on networked systems include Stuxnet  [3]  and the Maroochy
sewage  control  event  [4].  Some  methods  for  secure  control
problems  have  been  proposed,  such  as  neural  network-based
control using adaptive event-triggered mechanisms [5], etc.

Leveraging  the  classic  state  estimation  theory,  secure  state
estimation (SSE) aims to reconstruct the full system state from
the  corrupted  measurement  output.  The  term “secure” means
that the state estimation is still reliable even if the system suf-
fers  from  unknown  malicious  attack  signals.  The  corrupted
output means that an attack signal is superimposed on the real
measurement  output.  In  the  standard  SSE  methodology,  the
key is to find out the attack-free dimensions [6]. This problem

l1/lr

can  be  solved  by  brute  force  search,  which  is  an  inefficient
method  [7].  Recently,  researchers  have  proposed  several
methods to transform the searching problem into an optimiza-
tion problem [8], which includes  decoders [9], [10], and
event-triggered  projected  gradient  descent  algorithms  [11].
Readers can refer to [12] for an overview of SSE.

Distributed  state  estimation  is  usually  performed  over  a
multi-sensor network, where different sensors are deployed to
measure the same system or target. Usually, the system or tar-
get  is  unobservable  by  one  single  sensor.  Consensus-based
strategies thus can be used to achieve collective state estima-
tion among individual sensors [13]. For example, [14] reviewed
the  various  forms  of  distributed  estimators  or  observers,  and
highlighted the  design methods  of  event-triggered distributed
estimators.  Reference [15]  presented a  distributed consensus-
based  state  estimation  approach  for  the  inevitable  network
communication delays and packet dropouts. In [16], by virtue
of an auxiliary Krein space approach, resilient distributed esti-
mators  are  developed  to  achieve  joint  state  estimation  and
deception  attack  detection  over  sensor  networks.  In  [17],  the
authors  considered  the  distributed  filtering  issue  under  the
Cauchy-kernel-based  maximum  correntropy  for  large-scale
systems  subject  to  randomly  occurring  cyber-attacks  in  non-
Gaussian environments.

Insecure  channels  are  prone  to  exist  because  of  the  large
amount  of  network  communication  used  in  distributed  sys-
tems,  and hence  distributed  SSE emerges  [18].  In  distributed
SSE,  attack  categories  include  data  availability  attacks  and
data  integrity  attacks.  The  most  representative  data  availabil-
ity  attack  is  the  denial-of-service  (DoS)  attack,  which  causes
the information transition to be blocked. The duration and the
probability  of  the  DoS  attack  are  frequently  discussed  issues
[19].  On  the  other  hand,  data  integrity  attacks  include  the
replay  attack,  deception  attack,  malicious  agents  (Byzantine
attack), false data injection attack, and sensor attack [20]. This
paper  mainly  focuses  on  the  distributed  SSE  under  sensor
attacks.

A distributed sensor attack happens at the agent’s measure-
ment.  There  is  generally  no restriction on the  amplitude,  fre-
quency,  or  variance  of  the  attack  signal,  but  the  structure  of
the attack signal should satisfy some properties, such as being
sparse or homologous. Finding the attack dimensions in a dis-
tributed  sparse  attack  is  more  complicated  than  in  traditional
sparse attack because of two reasons: 1) A distributed system
has numerous measurement dimensions, so brute force search
is  not  applicable.  2)  Distributed  system  structure  makes  the
centralized  approach  unsuitable.  The  following  methods  can
achieve  distributed  SSE.  The  saturated  innovation  update
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algorithm proposed in [21] has a polynomial convergence rate
when more than half of the sensors are attack-free. Reference
[22] combines the saturated innovation update and consensus
strategy to propose a novel observer,  which can achieve SSE
under  sensor  attacks  when  bounded  noises  are  present  in  the
system.  Reference  [23]  provides  an  overview  of  distributed
SSE.

Most  studies  on distributed SSE focus on sensor  networks.
Aside  from sensor  networks,  another  typical  application  sce-
nario  of  distributed  SSE  is  the  multi-agent  system.  The  dis-
tributed structure of the sensor network is reflected in the out-
put equation, and in the multi-agent system, the state equation
is  also  distributed.  Due  to  the  state  of  different  agent  being
independent,  the  collective  state  estimation  is  usually  mean-
ingless  in  multi-agent  systems,  and  hence  a  new  distributed
estimation  method  needs  to  be  developed.  Multi-agent  sys-
tems can be generally divided into two types: homologous and
heterogeneous  multi-agent  systems.  Specifically,  different
agents always have the same dynamics in a homologous sys-
tem,  whereas  different  agents  possess  various  dynamics  in  a
heterogeneous system. In [24] and [25], the authors explained
that  homologous  signals  exist  in  many  heterogeneous  multi-
agent  systems.  For  example,  the  same  ambient  temperature
affecting the performance of every battery in the battery pack.
Another  example  is  the  same  wind  power  affecting  different
aircraft in the same region [26]. The temperature and the wind
power can be regarded as the homologous signal.

Similarly,  homologous  attack  signals  also  exist  [27],  [28].
The  appearance  of  homologous  attacks  is  usually  due  to  the
limitation  of  the  system  hardware  or  the  attacker’s  network
bandwidth. One homologous attack example in a global posi-
tioning system (GPS) is shown in Fig. 1. The red lightning on
the satellite denotes the attack source and the lightning strikes
near the phones denote the attack’s influence on the receivers.
The signal sent by the GPS satellite contains only the satellite’s
own  time,  location,  or  other  information  [29],  which  are  the
same  for  different  receivers.  The  receivers  receive  signals
from  satellites  and  then  calculate  their  own  positions.  In  the
same  region,  different  receivers  get  the  signals  sent  by  the
same satellites,  and hence the signals are homologous.  When
satellite signals in a region are attacked, e.g., the timestamp of
the  satellite  signal  has  been  modified,  then  the  attack  can  be
regarded  as  a  homologous  attack.  This  example  shows  that
although  attackers  can  choose  attack  vectors  freely,  some
attacks must be homologous due to the limitations of the sys-
tem work strategy.  The network bandwidth limitation is  usu-

ally due to the limitation of  the attacker’s  device or  different
sensor communication using the same transmission or encryp-
tion methods.

Distributed SSE has also been applied to estimate homolo-
gous signals in heterogeneous multi-agent systems. For exam-
ple,  in  [27]  and  [28],  the  authors  first  proposed  multi-loop
observers  to  estimate  homologous  attack  signals.  The  multi-
loop  observer  uses  a  polycyclic  structure  to  achieve  the  time
update  step,  residual  step,  and  consensus  step  separately.
Hence  the  observer  needs  to  perform  thousands  of  calcula-
tions  and  communications  per  step  time.  To  reduce  the  sys-
tem  burden,  the  observer  should  avoid  polycyclic  structure
and  then  improve  computational  efficiency.  The  main  chal-
lenge of this study is to design the flat structure observer and
efficiently use neighbor information and residual information.
The two Luenberger-like observers proposed in this study pay
more attention to the gain matrices, which is the main differ-
ence  between  the  multi-loop  observers.  The  proposed
observers contain no loop, and hence need only a few calcula-
tions  per  step  time.  Compared  with  multi-loop  observers,
Luenberger-like  observers  are  more  effective.  The  main  con-
tributions of this work can be summarized as follows:

1) Two  observers  are  designed  for  the  system  with  and
without time delay. Compared with the observers in [27] and
[28],  the  proposed  Luenberger-like  observers  have  less  com-
putation  and  communication  pressure,  and  hence  are  more
suitable for online operation.

2) Two kinds of estimations are calculated for the homolo-
gous  attack  signal:  intermediate  estimation  and  final  estima-
tion. The intermediate estimation is used to predict the attack
signal  and  preserve  the  residuals  generated  by  the  consensus
step.  The  final  estimation  modifies  the  intermediate  estima-
tion based on the generated residuals.

3) Some  constructive  sufficient  conditions  are  derived  for
the two observers and can guide the design of the gain matri-
ces of the observers.

The remainder of this paper is organized as follows. Section II
introduces preliminary information. Section III presents the sys-
tem description and problem formulation. Based on Section III,
Sections IV and V propose and analyze the nondelayed obser-
ver  and  delayed  observer,  respectively.  Section  VI  proposes
the  selection  of  observer  gain  and  time  window.  Section  VII
provides a practical example to verify the theories. The com-
putational  complexities  of  the  observers  are  also  compared
with those in previous studies.  

II.  Preliminaries
  

A.  Notation
Rm×n m×n Ir

1h×q 0h×q h×q
1 0

1r 0r
0 AT

a1 · · ·an [a1; · · · ;an]
[aT

1 · · · aT
n ]T ∥A∥ ∗

 denotes  the  set  of  real  matrices;  denotes  the
identity  matrix  of  dimension r;  and  denote 
dimension  matrix  with  all  elements  being  and ,  respec-
tively;  and  and  denote  the r dimension  vector  with  all
elements  being  1  and ,  respectively.  denotes  the  trans-
pose of matrix A. Given matrices ,  denotes

.  denotes the 2-norm of matrix A.  Notation 
represents the transposed elements in the symmetric position;

 

 
Fig. 1.     An example of homologous attacks in GPS.
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A > 0 A < 0A  symmetric  matrix  or  means  that A is  positive
definite or negative definite.  

B.  Graph Theory

G
∆
= {ν,ε} ν = {1,2, . . . ,n}

ε = {1,2, . . . , l} i, j ∈ ν
h ∈ ε

h→ (i, j) ℵi

i < ℵi ℵ′i
∆
= {ℵi∪ i}

ℵ̄i
∆
= { j|i ∈ ℵ′j}∣∣∣ℵ̄i
∣∣∣

ℵ̄i

The  connection  topology  among N agents  is  modeled  by  a
digraph ,  where  is  the set  of n nodes
and  is  the  set  of l edges.  Symbols  are
used  as  the  agent  index.  Symbol  is  used  as  the  edge
index. Agent j is a neighbor of agent i if there exists an edge h
pointed from agent j to i. If edge h is pointing from agent j to
i, then this relation can be denoted by .  is the set of
neighbors of agent i. Note that . Then, define .
Special, define  as the set of agents with agent i
being its  neighbor.  is  defined as  the  number  of  agents  in
the set .  

C.  Useful Lemmas

{xi}
{pi}

Lemma 1 (Jensen inequality) [30]: Given a positive integer
n,  a  positive  definite  matrix Q,  a  set  of  vector  and  non-
negative  weights  that  sum  to  one,  then  the  following
inequality holds:
  n∑

i=1

pixi

T Q

 n∑
i=1

pixi

 ≤ n∑
i=1

pixT
i Qxi. (1)

pi = 1/nSpecially, when , one can obtain that
  n∑

i=1

xi

T Q

 n∑
i=1

xi

 ≤ n
n∑

i=1

xT
i Qxi. (2)

M =
 A B

∗ C


M > 0 A > 0 C−BT A−1B > 0

M > 0 C > 0
A−BT C−1B > 0

Lemma 2 (Schur  compliment)  [31]: Let M be  a  symmetric

real  matrix  satisfying .  When A is  invertible,

then  if and  only  if  and .  When
C is  invertible,  then  if  and  only  if  and

.  

III.  Problem Formulation

Consider a multi-agent system consisting of n agents whose
dynamics are modeled as
 

xi (k+1) = Aixi (k)+Biui (k) (3)
 

yi (k) =Cixi (k)+Dia (k) (4)

xi (k) ∈ Rqi yi (k) ∈ Rp ui (k) ∈ Rvi

Ai, Bi, Ci, Di a (k) ∈ Rp

where ,  and  are the state, mea-
surement, and input vectors of agent i at time k, respectively;

 are  the  parameter  matrices;  and 
denotes the unknown homologous signal.

a(k)
Di a(k)

Di = Ip
Di

a(k)

a(k)
a(k)

The  unknown  signal  in  (4)  affects  the  system  output
through . In an SSE setting,  often disrupts all the mea-
surement channels,  i.e., .  To make the observers more
general,  can  be  different  but  is  assumed  to  be  invertible.
The impact of  on each agent can be, but does not have to
be  different,  as  long  as  it  originates  from  the  same  source.
Homologous  environment  disturbances  that  affect  the  system
output also fit this model, i.e.,  may not be generated by an
intelligent attacker. Herein,  is called the attack signal.

Ai DiAssumption  1:  and  are  invertible  for  all i.  The  pair

(Ai,Ci) is observable for all i.

xi (k)
a (k−τ+1) , . . . ,a (k) y(k−

τ+1), . . . ,y (k) u (k−τ+1) , . . . ,u (k) τ ∈ R

There  is  no  assumption  on  the  attack  signal  and  the  attack
can be sufficiently large and fast-evolving. The purpose of this
paper is to design online distributed Luenberger-like observers
that  can  estimate  the  state  and  the  unknown attack sig-
nals  from  damaged  measurements 

 and  input ,  where 
denotes  the  length  of  the  time  window.  The  key  step  to
achieving SSE is to estimate the attack signals.

The  schematic  diagram  of  the  distributed  SSE  of  the  con-
cerned multi-agent system is shown in Fig. 2. The blue circles
denote  the  physical  agents  modeled  by  (3)  and  (4)  and
affected  by  attacks.  Each  agent  is  equipped  with  a  local
observer,  denoted by a  green circle,  to  estimate  its  own state
and  attack  signal.  Information  is  shared  among  different
observers, forming a network layer. The observers at the net-
work  layer  with  and  without  transmission  delays  are  called
delayed observers and non-delayed observers, respectively.
 

Network
layer

Physical
layer

Agent ii

i Observer i

Communication

Local sensor data

Attack source

1 2 3

1 2 3

 
Fig. 2.     The schematic diagram of distributed SSE of a multi-agent system.  

A.  Variable in Time Window
This subsection defines and analyzes the variable in the time

window. Through the solution of the state-space equation, the
state and the output of the i-th agent can be written as
 

xi (k)=Aτ−1
i xi (k−τ+1)+WiUi (k) (5)

 

Ȳi (k) = Oixi (k−τ+1)+ΛiE (k)+FiUi (k) (6)
where

Oi
∆
=
[
Ci;CiAi; · · · ;CiAτ−1

i

]
Wi

∆
=
[
Aτ−2

i B · · · B 0
]

Fi
∆
=



0 0 · · · 0 0
CiBi 0 · · · 0 0
...

. . .
. . .

...
...

CiAτ−3
i Bi · · · . . . 0 0

CiAτ−2
i Bi CiAτ−3

i Bi · · · CiBi 0


Λi
∆
= diag(Di, . . . ,Di) Di with  appearing τ times

Ȳi (k)
∆
=
[
yi (k−τ+1); · · · ;yi (k)

]
E (k)

∆
= [a (k−τ+1); · · · ;a (k)]

Ui (k)
∆
= [ui (k−τ+1); · · · ;ui (k)]

xi (k)
xi (k−τ+1)

To  estimate  state  directly  instead  of  estimating  a
delayed version , from (5), one can obtain that
 

xi (k−τ+1) = A1−τ
i xi (k)−A1−τ

i WiUi (k) .
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The output of i-th agent can also be written as
 

Ȳi (k) = OiA1−τ
i xi (k)+ΛiE (k)+

(
Fi−OiA1−τ

i Wi
)
Ui (k) .

Ui(k)Normally,  one  agent’s  input  is  available  for  its  own
observer, so one can define the output removing the influence
of input signal as
 

Yi (k)
∆
= Ȳi (k)−

(
Fi−OiA1−τ

i Wi
)
Ui (k) . (7)

Yi
xi (k)

Then, one can obtain the relation between the output  and
the state 
 

Yi (k) = Θixi (k)+ΛiE (k) (8)

Θi
∆
=OiA1−τ

iwhere .  In  [27],  [28],  the  observability  of  system
(3) and (4) is shown as follow:

Lemma  3: Multi-agent  system  given  by  (3)  and  (4)  is
observable under a homologous sensor attack if and only if Θ
has column full rank, where
 

Θ
∆
=


Θ1 · · · 0 Λ1

...
. . .

...
...

0 · · · Θn Λn

 . (9)

The  dynamic  of  the  attack  signal  is  also  proposed  in  this
section. Although no requirements are set for the amplitude of
the  attack  signal,  one  can  still  calculate  its  dynamic  through
the  damaged  output  and  the  real  state.  From  output  (4),  one
can obtain
 

a(k) = D−1
i yi(k)−D−1

i Cixi (k) . (10)
Di IpMatrix  usually equals .  Therefore the above inversion

is usually feasible. Define the following parameter matrices:
 

S ∆=
 0(τ−1)p×p I(τ−1)p

0p×p 0p×(τ−1)p


 

Gi
∆
=

 0(τ−1)p×qi

−D−1
i Ci

 , Ti
∆
=

 0(τp−p)×p

D−1
i

 .
E(k)Hence, the dynamic of  can be written as

 

E (k) = S E (k−1)+Gixi (k)+Tiyi (k) . (11)
Equation  (11)  holds  for  all i because  the  attack  signal  is

homologous.  The  symbology  of  this  paper  is  somewhat
unique. Therefore some additional matrices are defined here
 

Mi
∆
=
[

Gi S
]
, Ni

∆
=
[
Θi+ΛiGi ΛiS

]
 

Ri
∆
=
[

Ai 0qi×τp
]
.

This  paper’s  symbology  is  explained  in  the  following  sub-
section.  

B.  Symbology of This Paper
Two observers exist in this paper. The non-delayed observer

and the delayed observer are designed for models (3) and (4).
All  the  definitions  in  Section  III  depend  on  only  the  system
models  (3)  and  (4).  Hence,  all  the  definitions  in  Section  III
suit the two observers.

Sections  IV and V correspond to  the  non-delayed observer
and  the  delayed  observer,  respectively.  To  simplify  the  sym-

ei
x(k)

bols,  some  identical  symbols  are  defined  for  different  obser-
vers in Sections IV and V. For example,  denotes the esti-
mation  error  of  the  non-delayed  observer  in  Section  IV,  and
the estimation error of the delayed observer in Section V. One
can  understand  this  symbology  through  an  analogy  with
global  and  local  variables  in  programming.  The  symbols
defined in Section III are the global variables and the symbols
defined in Section IV or Section V are the local variables.  

IV.  The Consensus-Based Luenberger-Like Observer
Without Time-Delay

For the situation where no time delays occur in the network
layer, a non-delayed observer is proposed. In the first subsec-
tion,  the  design  of  the  non-delayed  observer  is  divided  into
two  parts  which  can  estimate  the  state  and  attack  signal
respectively. The attack signal estimation is divided into inter-
mediate attack estimation and final attack estimation. The sec-
ond subsection gives the convergence of the observer.  

A.  The Design of Non-Delayed Observer
x̂i(k) Ẽi(k)

Êi(k)
 is the state estimation;  is the intermediate attack

estimation;  is  the  final  attack  estimation  which  is  also
called attack estimation. The non-delayed observer is designed
as follows:
 

Ẽi (k) = S Êi (k−1)+Gi x̂i (k)+Tiyi (k) (12)
 

Êi (k) =
∑
j∈ℵ′i

pi j
(
Ẽ j (k)+L j

E

(
Y j (k)− Ỹ j (k)

))
(13)

 

x̂i(k+1) = Ai x̂i (k)+Biui(k)+Li
x

(
Yi(k)− Ỹi(k)

)
(14)

Ỹi (k)
∆
= Θi x̂i (k)+ΛiẼi (k) Li

x ∈ Rqi×(qi+τp) Li
E ∈

Rτp×(qi+τp)

{pi j}

where ;  and 
 are  the  designed gain  matrices  of  the  non-delayed

observer;  a  set  of  positive  parameters  are  designed  to
sum to one for agent i, i.e.,
 ∑

j∈ℵ′i

pi j = 1. (15)

Ẽi(k) Êi(k) x̂i(k+1)

k−1
S Êi (k−1)

Ẽi(k)
Ẽi(k)

x̂i(k) yi(k)

At time k,  the observer calculates , ,  and 
by  running  steps  (12)–(14)  once  in  sequence.  Step  (12)  first
shifts the attack estimation at time , which corresponds to
the  part .  However,  the  shift  step  does  not  provide
the  value  of  the  last p dimensions  in .  Hence,  step  (12)
calculates  the  value  of  the  last p dimensions  in  using

, , and the dynamic of the attack signal (10).
τ = 1

S = 0
Ẽi (k) = −D−1

i Ci x̂i (k)+D−1
i yi (k)

Yi (k)− Ỹi (k) = 0

When  the  time  window  length ,  step  (12)  is  easier  to
analyze. In this case, , i.e., there is no shift step. Hence,

.  Meanwhile,  because  the  in-
termediate  attack  estimation  is  calculated  from  the  system
measurement,  the  residual  information  equals  zero,  i.e.,

.  In  this  case,  the  residual  information  is
invalid.  The key to generating the residual  information is  the
fact  that  the  attack  estimations  of  different  agents  should  be
the same. The value calculated by step (12) is  usually differ-
ent. Therefore the consensus algorithm in step (13) can gener-
ate  residual  information,  which  can  also  lead  attack  estima-
tions  to  converge  to  the  same value.  However,  the  generated
residual information is available only at the next time by being
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stored  in  the  time  window.  Hence, τ should  exceed  1.  This
feature seems to be a point that can be improved in the future.

∑
j∈ℵ′i

pi j(·)
Ẽ j (k)+L j

E(Y j (k)− Ỹ j (k))

Step (12) can be divided into two parts. The first part is the
consensus  component, ,  and  the  second  is  the
Luenberger-like  component, .  The
first  part  calculates the mean value of the intermediate attack
estimation  of  neighbors.  This  classical  consensus  algorithm
leads attack estimations to the same value and generates resid-
uals.  In the second part,  each agent uses residual information
to adjust its own attack signal estimation.

Ŷ(k)
Ê(k) Ỹ(k)

Step (14) is a kind of Luenberger-like observer, which cor-
rects  the  state  estimation  using  local  residual  information.  If
step (14) uses the residual information generated at this time,
i.e.,  the  residual  information  based  on  (calculated  by

) but not , then the observer also seems to converge,
but it is difficult to analyze.

The  consensus  algorithm  affects  the  attack  signal  estima-
tion only, but not the state estimation, because the attack sig-
nal  is  homologous.  The  state  and  dynamic  of  each  agent  are
heterogeneous,  which  is  why achieving  a  consensus  for  state
estimation makes no sense.  

B.  Convergence of Non-Delayed Observer
Define the state estimation error and attack estimation error

of agent i as
 

ei
x (k)

∆
= xi (k)− x̂i (k) (16)

 

ei
E (k)

∆
=E (k)− Êi (k) . (17)

Furthermore, define the estimation error of agent i as
 

ei (k+1) ∆=
[
ei

x (k+1);ei
E (k)
]
.

Substituting (11) and (12) into (17), the intermediate attack
estimation error can be written as
 

E (k)− Ẽi (k) =Giei
x (k)+S ei

E (k−1) = Miei (k) . (18)
Using (18), the local residual information of agent i is

 

Yi (k)− Ỹi (k) = Θiei
x (k)+Λi

(
E (k)− Ẽi (k)

)
= (Θi+ΛiGi)ei

x (k)+ΛiS ei
E (k−1) = Niei (k) (19)

where  the  second “=” comes from (18).  Combining (17)  and
(12), the attack estimation error can be written as
 

ei
E (k) = E (k)−

∑
j∈ℵ′i

pi j
(
Ẽ j (k)+L j

E

(
Y j (k)− Ỹ j (k)

))
.

{pi j}As shown in (15),  sum up to 1, hence
 

ei
E (k) =

∑
j∈ℵ′i

pi j
(
E (k)− Ẽ j (k)−L j

E

(
Y j (k)− Ỹ j (k)

))
. (20)

Substituting (18) and (19) into (20), one can obtain
 

ei
E (k) =

∑
j∈ℵ′i

pi j
(
M j−L j

E N j
)
e j (k). (21)

Substituting (3) and (14) into (16), state estimation error is 

ei
x (k+1) = Aiei

x (k)−Li
x

(
Yi (k)− Ỹi (k)

)
=
(
Ri−Li

xNi
)
ei (k) (22)

ei
x(k) ei

E(k)
where  the  second “=” comes  from (19).  In  order  to  combine
(21) and (22),  has to write in the form of .  Define
the following parameter matrix:
 

bi j
∆
=


0qi×q j

1
piiIqi

(i , j)
(i = j) .

Then, (22) can be written as
 

ei
x (k+1) =

∑
j∈ℵ′i

pi jbi j
(
R j−L j

xN j
)
e j (k). (23)

Combining  (21)  and  (23),  the  dynamic  of  the  estimation
error can be calculated as
 

ei(k+1)=
∑
j∈N′i

pi j

 bi j 0
0 Iτp

  R j−L j
xN j

M j−L j
E N j

e j (k).

To simplify symbols, define
 

ξi j
∆
=

 bi j 0
0 Iτp

 , L̄i
∆
=

 Li
x

Li
E

 , Hi
∆
=

 Ri

Mi


 

Ωi
∆
=

 Ri−Li
xNi

Mi−Li
E Ni

 = Hi−L̄iNi.

ei (k+1)Hence,  can be written as
 

ei (k+1)=
∑
j∈ℵ′i

pi jξi jΩ je j. (24)

Define the Lyapunov function as
 

V (k)
∆
=

n∑
i=1

eT
i (k) Q−1

i ei (k) (25)

Qi ∈ R(qi+τp)×(qi+τp)where  is a set of symmetric positive defi-
nite matrices.

{Qi}

Theorem 1: The non-delayed observer is asymptotically sta-
ble if there exists a set of symmetric positive definite matrices

 such that
 

Q−1
i ∗ ∗ ∗

√p j1iξ j1i
(
Hi− L̄iNi

)
Q j1 ∗ ∗

... 0
. . . ∗√

p j|ℵ̄i|iξ j|ℵ̄i|i
(
Hi− L̄iNi

)
0 0 Q j|ℵ̄i|


> 0 (26)

jn ∈ ℵ̄iholds for all i, where .
Proof: Substituting (24) into (25), one can obtain that

 

V (k+1) =
n∑

i=1

∑
j∈ℵ′i

pi jξi jΩ je j (k)

T Q−1
i

∑
j∈ℵ′i

pi jξi jΩ je j (k)


(a)
≤

n∑
i=1

∑
j∈ℵ′i

pi jeT
j (k)ΩT

j ξ
T
i jQ
−1
i ξi jΩ je j (k)


where (a) comes from the inequality (1) in Lemma 1. Chang-
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ℵ′j ℵ̄ jing the integration interval from  into , one can obtain
 

V (k+1)≤
n∑

i=1

∑
j∈ℵ̄i

p jieT
i (k)ΩT

i ξ
T
jiQ
−1
j ξ jiΩieT

i (k)

. (27)

ei(k)In (27), because  is independent of j,
 

V (k+1) ≤
n∑

i=1
eT

i (k)

 ∑
j∈ℵ̄i

p jiΩ
T
i ξ

T
jiQ
−1
j ξ jiΩi

eT
i (k).

The Lyapunov difference is defined as
 

∆V (k) ∆= V (k+1)−V (k).
∆V(k)Hence,  can be calculated as

 

∆V(k) ≤
n∑

i=1

eT
i (k)

∑
j∈ℵ̄i

p jiΩ
T
i ξ

T
jiQ
−1
j ξ jiΩi−Q−1

i

ei (k). (28)

Using  the  Schur  complement,  the  matrix  inequalities  (26)
are feasible if and only if there exist
 

Q−1
i −
∑
j∈ℵ̄i

p ji
(
Hi− L̄iNi

)T
ξ jiQ−1

j ξ ji
(
Hi− L̄iNi

)
>0. (29)

∆V(k) < 0 0 ≤ kCombining (28) and (29),  holds for all . ■  

V.  The Consensus-Based Luenberger-Like Observer
With Time-Delay

The delayed observer is proposed in this section to address
the situation where time delays exist in the network layer. The
main  difference  between  the  non-delayed  observer  and  the
delayed observer is different consensus strategies being used.
The convergence of the delayed observer is also analyzed.

Time delay occurs on the communication link, thus, in this
section, the time delay of one link is expressed by edge-index
h; l denotes the number of edges; therefore, at most l kinds of
time delays exist in the system.  

A.  The Design of Delayed Observer
x̂i(k) Êi(k) Ẽi(k),  and  are  defined  as  the  state  estimation,

attack signal estimation, and intermediate attack estimation of
agent i using the delayed observer,  respectively.  The delayed
observer is designed as
 

Ẽi (k) = S Êi (k−1)+Gi x̂i (k)+Tiyi (k) (30)
 

Êi (k) = Ẽi (k)+Li
E

(
Yi (k)− Ỹi (k)

)
+
∑
j∈ℵi

Wh
(
Êi (k− th (k))− Ê j (k− th (k))

)
(31)

 

x̂i (k+1)=Ai x̂i (k)+Biui (k)+Li
x

(
Yi (k)− Ỹi (k)

)
(32)

Li
x ∈ Rqi×(qi+τp) Li

E ∈ Rτp×(qi+τp) Wh ∈ Rτp×τp
th(k)

h→ (i, j)
→

th(k)
tmax

where ,  and  are
the  designed  gain  matrices  of  the  delayed  observer. 
denotes the time delay between agent i and j, where 
(where  mapping  is  defined  in  Section  II-B).  By  adding  a
timestamp on the data sent by agent j, the observer of agent i
can  easily  obtain  the  time  delay .  The  maximum  time
delay  is  denoted  as .  The  design  ideas  of  steps  (30)  and
(32)  are  similar  to  those  of  steps  (12)  and  (14)  in  the  non-
delayed observer, so the principles of steps (30) and (32) will

not be repeated.

∑
pi j(·)

Wh (· · · )

The main difference between the two observers is the differ-
ent  consensus methods used in steps (13)  and (31).  The con-
sensus  part  of  the  non-delayed  observer  is  and  the
consensus part of the delayed observer is ,  which is a
well-known consensus algorithm under time delay. When time
delay  is  not  considered,  the  consensus  algorithm  in  (13)  is
more  intuitive,  efficient,  and  easy  to  analyze.  The  consensus
algorithm  in  step  (30)  is  better  at  dealing  with  time  delay
problems.  

B.  Convergence of Delayed Observer
Define the state estimation error and attack estimation error

of agent i as
 

ei
x (k)

∆
= xi (k)− x̂i (k) (33)

 

ei
E (k)

∆
=E (k)− Êi (k) . (34)

Define the estimation error of agent i as
 

ei (k+1) ∆=
[
ei

x (k+1);ei
E (k+1)

]
.

Substituting (11) and (30) into (34), one can obtain
 

E (k)− Ẽi (k) =Giei
x (k)+S ei

E (k−1) = Miei (k) . (35)
Then, the local residual information can be written as

 

Yi (k)− Ỹi (k) = Θiei
x (k)+Λi

(
E (k)− Ẽi (k)

)
= (Θi+ΛiGi)ei

x (k)+ΛiS ei
E (k−1) = Niei (k) . (36)

The estimation error can be calculated from (32) and (30)
 

ei
x (k+1) = Aie

i
x (k)−Li

x

(
Yi (k)− Ỹi (k)

)
ei

E (k) = E (k)− Ẽi (k)−Li
E

(
Yi (k)− Ỹi (k)

)
−
∑
j∈ℵi

Wh
(
ei

E (k− th (k))− e j
E (k− th (k))

)
. (37)

Substituting (30) and (36) into (37), one can obtain
 

ei
x (k+1) =

(
Ri−Li

xNi
)
ei (k)

ei
E (k) =

(
Mi−Li

E Ni
)
ei (k)

−
∑
j∈ℵi

Wh
(
ei

E (k− th (k))− e j
E (k− th (k))

)
. (38)

Define the total estimation error as
 

e (k) ∆= [e1 (k); · · · ;en (k)] .
Define the h-th delayed edition of total estimation error as

 

dh (k)
∆
=e (k− th (k)).

Define the delayed total estimation error as
 

d (k)
∆
= [d1 (k) ; · · · ;dl (k)] .

e(k)
e(k)

e(k+1) e(k) d(k)

To  prove  that  the  delayed  observer  gradually  reconstructs
the  state  and  attack  signal,  one  can  prove  that  gradually
converges to zero. To obtain the dynamic of , the relation
between  and  and  should be found.

e(k+1) e(k)The  relation  between  and  are  defined  as  Ω,
where
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Ω
∆
=diag{Ωi}, Ωi

∆
=

 Ri−Li
xNi

Mi−Li
E Ni

, L̄i
∆
=

 Li
x

Li
E

 .
e(k+1) dh(k) Πh Πh

Πh (h→ (i, j)) diag{0qi×qi ,−Wh}
diag{0qi×q j ,Wh}

0(qa+τp)×(qb+τp)
e(k+1) d(k)

Π
∆
= [Π1 · · · Πl]

Define the parameters between  and  as . 
is a block matrix with n rows and n columns. The block at i-th
row i-th column of   is  and the
block  at i-th  row j-th  column  is .  The  other
blocks  at a-th  row b-th  column are .  Next,  the
relation  between  and  is  defined  as  Π,  where

. Then, (38) can be rewritten as
 

e (k+1) = Ωe (k)+Πd (k) =
[
Ω Π

]  e (k)

d (k)

 . (39)

Only  definitions  exist  and  no  derivations  are  obtained
between  (38)  and  (39).  One  can  easily  verify  that  (38)  and
(39)  are  equivalent  by  splitting  (39).  To  analyze  the  conver-
gence  of  the  delayed  observer,  the  Lyapunov  function  is
defined as
 

V (k)
∆
= eT (k) Qe (k)+

k−1∑
m=k−tmax

eT (m) P1e (m)

+ l× tmax

0∑
m=−tmax+1

k−1∑
n=k+m−1

∆eT (n) P2∆e (n) (40)

∆e (k)
∆
=e (k+1)− e (k) Qi ∈ R(qi+τp)×(qi+τp) P1,P2 ∈

R(
∑n

i=1 qi+nτp)×(
∑n

i=1 qi+nτp)
where  and , 

 are  the  symmetric  positive  definite
matrices.

{Qi}
P1, P2

Theorem 2: The delayed observer is asymptotically stable if
a set of symmetric positive definitematrices  and symmet-
ric positive definite matrices  exist such that
 

Γ Φ 0 ΩT
(
ΩT − I

)
tmax

∗ Ξ ΦT ΠT ΠT tmax

∗ ∗ Ψ 0 0

∗ ∗ ∗ −Q−1 0

∗ ∗ ∗ ∗ − 1
l P−1

2


< 0 (41)

where
Γ
∆
= −Q+P1− lP2, Ψ

∆
=−P1− lP2,Q

∆
=diag{Q1, . . . ,Qn}

Ξ
∆
= diag{−2P2, . . . ,−2P2} −2P2 (  appears for l times)
Φ
∆
=
[

P2 · · · P2
]

P2 (  appears for l times).
Proof: Define the difference of the Lyapunov function as

 

∆V (k)
∆
=V (k+1)−V (k) .

Then, one can obtain
 

∆V (k) = [eT (k+1) Qe (k+1)− eT (k) Qe (k)]

+ [eT (k) P1e (k)− eT (k− tmax) P1e (k− tmax)]

+

[
− l× tmax

k−1∑
m=k−tmax

∆eT (m) P2∆e (m)

+ l× t2
max∆eT (k) P2∆e (k)

]
.

The three square brackets in the above equation come from

V(k+1) V(k)
ξ (k)

∆
= [e (k);d (k);e (k− tmax)]

the  result  of  the  difference  between  the  corresponding  three
items in  and . Define the augmented state vector
as .

∆V (k)Recalling (39),  can be denoted as
 

∆V (k) = ξT (k) M′ξ (k)− l× tmax

k−1∑
m=k−tmax

∆eT (m) P2∆e (m)

where
 

M′
∆
=


P1−Q 0 0
∗ 0 0
∗ ∗ −P1

 +

ΩT

ΠT

0

Q [ Ω Π 0
]

+ l× t2
max


ΩT − I

ΠT

0

P2
[
Ω− I Π 0

]
.

tmax
∑k−1

m=k−tmax
∆eT (m) P2∆e (m)

∆eT (m) P2∆e (m) m = k− tmax m = k−1

m = k− tmax m = k− th (k)−1
m = k− th (k)−1 m = k−1

The  term  appears l times.
The system has l links, which is why every occurrence of the
term can  correspond  to  one  link  and  the  time  delay  of  every
link  can  be  taken  into  consideration.  This  term  integrates

 from  to .  The  integral
interval can be split into two parts for link h. The first integral
interval  varies  from  to  and  the
second  varies  from  to .  with  the
using  inequality  (2)  in  Lemma  1,  the  integral  of  these  two
intervals can be rewritten as
 

− tmax

k−th(k)−1∑
m=k−tmax

∆eT (m) P2∆e (m)

≤ −[dh(k)− e (k− tmax)]T P2 [dh(k)− e (k− tmax)]

≤
 dh(k)

e (k− tmax)

T  −P2 P2

∗ −P2

  dh(k)
e (k− tmax)


 

− tmax

k−1∑
m=k−th(k)

∆eT (m) P2∆e (m)

≤ −[e (k)−dh(k)]T P2 [e (k)−dh(k)]

≤
 e (k)

dh(k)

T  −P2 P2

∗ −P2

  e (k)

dh(k)

 .
.

∆V (k)Then,  can be calculated as
 

∆V (k) = ξT (k) Mξ (k)
where
 

M
∆
=


Γ Θ 0

∗ Ξ ΘT

∗ ∗ Ψ

+

ΩT

ΠT

0

Q [ Ω Π 0
]

+ l× t2
max


ΩT − I

ΠT

0

P2
[
Ω− I Π 0

]
.

M < 0Using  the  Schur  complement,  if  and  only  if  (41)
holds. ■  
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VI.  Parameter Selection

This section shows the parameters selection of the proposed
observers. The adjustable parameters are shown in Table I.
 

TABLE I 

The Adjustable Parameters of the Proposed Observers

Parameters of non-
delayed observer

Parameters of delayed
observer

Sequence of steps (12); (13); (14) (30); (31); (32)

Luenberger gain Li
x, Li

E Li
x, Li

E

Consensus gain {pi j} Wh

Time window length τ τ

Sufficient condition Inequality (26) Inequality (41)

 
 

At  each  moment,  the  observers  operate  the  proposed  steps
once in sequence,  so the detailed algorithms of the observers
are not listed. We begin with the observer gain matrices.

pi j

Li
x, Li

E
pi j

pi j

pi j = 1/ℵ′i pi j

pi j

For the non-delayed observer, the positive parameter  can
be  freely  selected  by  the  designer  as  long  as  it  meets  the
requirements  of  (15)  and  the  system  topology.  The  Luen-
berger gain matrices  can be seen as the variables to be
determined in (26). To solve these inequalities,  are the first
parameters to be determined. The parameters  rely on sys-
tem  topology  and  represent  the  different  confidence  of  the
agent  in  its  neighbors.  One  recommended  choice  is  to  set

.  If  can  be  manually  selected,  the  designer  can
let agents give higher confidence to others with faster conver-
gence according to the experimental data. If (26) has no solu-
tion, then the designer can change  and try again.

Li
x, Li

E
Wh

For  the  delayed  observer,  the  Luenberger  gain  and
the consensus gain  can be seen as the variables to be deter-
mined in (41).

MATLAB provides  many  powerful  toolkits  to  solve  linear
matrix inequalities. However, (26) and (41) are biaffine matrix
inequalities (BMIs). The solving methods are given in the next
subsection.  

A.  Biaffine Matrix Inequalities
Q−1

i Q−1, P−1
2Note  the  existence  of  in  (26)  and  in  (41).

Hence, (26) and (41) are BMIs. Nowadays, BMIs are receiv-
ing extensive attention, and they can be solved in many ways.
In this section, two methods are introduced.

X−1

X−1 X−1 > µI X < (1/µ)I

Q−1
i µiI X−1

µI

The first solution to deal with the nonlinearity  is to limit
. Using the following constraint: , i.e., .

μ is the positive design scalar. Hence, the corresponding posi-
tion of  in (26) can be replaced with ,  and  in (41)
can be replaced with . In this way, BMI is converted to the
Linear Matrix Inequality and solved.

Another  solution  to  deal  with  the  nonlinearity  is  the  well-
known  cone  complementary  algorithm  [32].  Cone  comple-
mentary algorithm transforms the nonlinear inequality into an
iterative  optimization  problem  with  linear  constraints.  First,
the nonlinear inequality can be addressed by solving an opti-
mization problem with linear constraints. Then, a solution for
this problem can be found with an extended algorithm whose

convergence is theoretically ensured [33].
Remark  1: Theorem  1  contains  not  one  inequality,  but n

inequalities, which need to be satisfied at the same time.  

B.  The Selection of τ
Theorems 1 and 2 proposed two matrix inequalities (26) and

(41).  Whether  these  two  inequalities  can  be  satisfied  deter-
mines whether  the observer  is  stable.  However,  one observer
parameter  is  not  explicitly  included  in  the  matrix  inequality,
i.e., the length of the time window, τ.

The choice of τ directly determines the difficulty of satisfy-
ing  the  matrix  inequality.  Section  IV-A  shows  that  when τ
takes  1,  the  observers  cannot  store  the  generated  residual
information. For some extremely special systems, the observer
can still  converge to a real  value,  but  this  undoubtedly limits
the  application  of  the  observers.  In  this  section,  a  recom-
mended method to set the value of τ is given.

Lemma 3 shows us that when Θ has full column rank, then
the system is observable, i.e., the system output in this kind of
time window contains all the information the observers need.
The full  column rank of  Θ directly relates to the selection of
the time window length. Therefore,  one recommended τ is  to
make Θ have full column rank.

The  given  method  is  only  a  reference;  the  convergence  of
the observers still depends on Theorems 1 and 2. The designer
can adjust the choice while ensuring that sufficient conditions
are  met.  For  example,  the  designer  can  choose  a  larger  time
window to satisfy Theorems 1 and 2, or choose a smaller time
window to make the observer more efficient.  

VII.  Simulation

In  this  section,  a  practical  unmanned  aerial  vehicle  system
demonstrates  that  the  observers  can  be  applied  to  real  situa-
tions. For convenience, the states of the unmanned aerial vehi-
cles are chosen as follows [34]:
 

xi =

 Horizontal Displacement

Vertical Displacement

 .
Assume that three heterogeneous vehicles are present in the

system, and the model of vehicles is chosen as follows:
 

A1 =

 1.4531 0.4047
0.3285 0.4984

 , A2 =

 0.2647 0.1918
1.5260 0.2739


 

A3 =

 0.6905 0.1672
0.1273 0.6173

 .
The  GPS  equipment  is  assumed  to  measure  the  horizontal

displacement of vehicles, i.e.,
 

C1 =C2 =C3 = [1 0].
When  satellite  signals  in  a  region  have  been  attacked,  the

attack signal can be regarded as the homologous attack of the
GPS. The homologous attack signal and parameter matrix are
chosen as
 

a(k) = 4sin(k), D1 = 1, D2 = 2, D3 = 3.
The  topology  of  the  system is  shown  in Fig. 3.  The  topol-

ogy is a strongly connected digraph but not a fully connected
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graph. Hence,
 

ℵ1 = {3}, ℵ2 = {1}, ℵ3 = {2}, ℵ′1 = {1,3}, ℵ′2 = {1,2}
 

ℵ′3 = {2,3}, ℵ̄1 = {1,2}, ℵ̄2 = {2,3}, ℵ̄3 = {3,1}.
3According to Section VI-B, τ is chosen as .  

A.  Non-Delayed Observer

pi j

Design  the  non-delayed  observer  according  to  steps
(12)−(14). The parameters  are set to
 

p11=0.3; p13=0.7; p22=0.5; p21=0.5; p33=0.8; p32=0.2.
By using Method 2 to solve the BMI (26) in Theorem 1, one

can  obtain  the  gain  matrices.  The  2-norm  of  the  estimation
error of each agent is given in Fig. 4. All the errors converge
to  zero  which  is  consistent  with  Theorem 1.  The  dimensions
of the gain matrices are very large, thus, only the Luenberger
gain of agent 1 is given in this subsection.
 

L̄1 =



0.1680 0.2469 0.3790
−0.0456 0.1206 0.2344
−0.1571 0.8023 −0.3281
−0.1561 −0.3806 0.4545
−0.2878 −0.5577 −0.9309


.

  

B.  Delayed Observer
The  delayed  observer  is  designed  according  to  steps  (30)−

(32). The time delays in the network layer are set to
 

t21(k) = 2, t32(k) = 3, t13(k) = 1.
By using Methods 1 and 2 to solve the BMI (41) in Theorem 2,

one can obtain the gain matrices. The Luenberger gain and the
consensus gain of agent 1 are
 

L̄1 =



0.2339 0.2773 0.2419
0.1188 0.2417 0.1947
−0.1271 0.8176 −0.0888
−0.0535 −0.1560 0.8727
−0.0121 −0.1188 −0.0359


 

W13 =


0.4038 0.6398 −1.4372
0.1630 −1.0394 0.2831
0.6496 −0.2804 −0.4780

 .
The 2-norm of the estimation error of each agent is given in

Fig. 5. All the errors converge to zero which is consistent with
Theorem 2. From Fig. 5, one can notice the impact of consen-
sus on the observer. Agent 1 uses the estimation of agent 3 to

k = 1

k = 2

modify its own estimation, and the estimation error of agent 3
is  very  large  at  the  initial  stage,  thus,  the  estimation  error  of
agent  1  is  larger  than  the  initial  value  when .  For  the
same reason, the estimation error of agent 2 has also increased
when .  Through  cooperation  and  information  transmis-
sion between the three agents, the final estimation errors both
converge to zero.

Remark  2: The  author  used  the  first  method  to  solve  the
BMI and we do obtain the solution of the inequalities. Hence,
for some system, the BMI in Theorem 1 and 2 are solvable.  

C.  Comparison With Previous Studies
In [27], the authors designed an online triple-loop observer.

In  one  time  step,  the  triple-loop  observer  can  be  briefly
expressed in Algorithm 1.

Algorithm 1 The Triple-Loop Observer in One Step Time [27]

1: Time update step.
m = 0; m < M; m = m+12: For 

3: Recursive step.
n = 0; n < N; n = n+14: For 

5: Consensus step.

The  triple-loop  observer  in  [27]  does  not  fit  the  network
layer  with  time  delay.  Hence,  we  compare  the  non-delayed
observer and the triple-loop observer. The time window length
of different observers have been set to the same value and the
estimation error contains state and attack estimation error. The
comparisons  are  conducted  from  two  aspects:  computational
complexity and convergence speed.

M×N

1)  Computational  Complexity: In  one  time  step,  the  triple-
loop observer should operate the time-update step once, recur-
sive step M times, and consensus step  times. The calcu-
lation and information transmission of the non-delay observer

 

1

23

 
Fig. 3.     The system topology of the practical system.
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M = 1; N = 1
M = 120; N = 10

M = 50; N = 3

are  almost  equal  to  those  of  the  triple-loop  observer  when
.  However,  in  [27],  the  reliable  value  given  by

the  authors  is  and  the  unreliable  value  is
.  In  either  case,  the  non-delayed  observer  has

much  less  calculation  and  information  transmission  in  one
step time.

M = 120; N = 10 M = 50; N = 3

2)  Convergence  Speed: In Fig. 6,  the  lines  labeled  as
“Triple-loop M =  120” and “Triple-loop M =  50” denote  the
estimation  error  of  triple-loop  observer  using  parameter

 and ,  respectively.  The  line
labeled “Non-delayed” denotes  the  estimation  error  of  the
non-delayed observer. The initial estimation errors of the three
observers are set to the same value.
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Fig. 6.     The comparison of convergence speed.
 

50 50×3

Based  on  the  extremely  high  computational  complexity,
“Triple-loop M = 120” converges to zero with the fastest con-
vergence  speed.  The  second  fastest  is “Triple-loop M =  50”.
The  convergence  speed  of  the  non-delayed  observer  is  very
close to that of the “Triple-loop M = 50”, which also indicates
acceptable  performance.  This  condition  means  that  when  the
non-delayed observer and triple-loop observer maintain simi-
lar performance, the calculation of the non-delayed observer is

 times smaller and the information exchange is  times
smaller.  Therefore,  we  can  say  that  the  performance  of  the
non-delayed observer is better.  

VIII.  Conclusions

Two  kinds  of  consensus-based  Luenberger-like  observers
were  proposed  to  reconstruct  system  states  under  a  homolo-
gous attack in the multi-agent system. The proposed observers
are  suitable  for  online  operation,  and  one  of  them is  suitable
for the network layer with time delay.  The simulation results
validate  that  the  Luenberger-like  observer  has  a  smaller
amount of calculation under a similar convergence speed and
is more suitable for online operation. Some constructive suffi-
cient  conditions  are  proved  based  on  Lyapunov  theory  and
guide observer design. However, the solvability of the BMI in
Theorems 1 and 2 have not been discussed, which is a future
research  area.  Furthermore,  the  method  of  solving  BMI  is
using the cone complementary algorithm.
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