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   Dear Editor,

This  letter  is  concerned  with  the  attitude  control  of  a  quadrotor
unmanned aerial  vehicle  (UAV) subject  to the input  constraint,  atti-
tude constraint and model uncertainty. Firstly, we construct an auxil-
iary  system  to  eliminate  the  adverse  impact  of  the  input  saturation.
Secondly,  we  introduce  the  nonlinear  state-dependent  function  to
deal with the attitude constraint directly. Thirdly, the neural network
is utilized to identify the unknown terms in the system. Finally, with
the help of the backstepping technology, a fixed-time control scheme
is  presented,  which  guarantees  that  the  desired  signal  is  followed
with  the  fixed-time  convergent  rate.  The  effectiveness  of  the  pro-
posed scheme is validated by a simulation verification.

In the past  decade,  the quadrotor  UAV has been extensively used
in various fields, such as pesticide spraying, aerial photography, sur-
veying and mapping and security inspection [1]. With the widespread
application  of  the  quadrotor  UAV,  the  increasing  flight  quality  is
required  to  carry  out  different  tasks.  As  we all  know,  the  quadrotor
UAV reaches the desired positon by adjusting its attitude. Thus, it is
essential to design a robust and accurate control law for the attitude
system.  The  main  factors  affecting  the  flight  quality  include  input
saturation,  attitude  constraint  and  inaccurate  system  model.  There-
fore, this letter concentrates on solving these problems.

When the quadrotor UAV flies in a narrow area, the flight attitude
must be restricted to avoid collision. Besides, when using the quadro-
tor UAV to convey liquids, large attitude changing will lead to liquid
sloshing. Therefore,  it  has practical meaning to research the attitude
constraint problem. The barrier Lyapunov function (BLF), as a com-
mon means to handle the state constraint, has been widely studied by
numerous scholars [2], [3]. In [4], to solve the problem of full states
constraint,  an  adaptive  neural  fault-tolerance  control  strategy  by
using the logarithmic BLF was developed for a quadrotor UAV. Fur-
ther, the time-varying logarithmic BLF was utilized to solve the atti-
tude constraint problem for multi-rotor UAV in [5].

In a real system, the physical characteristics of the actuator deter-
mine  that  its  input  cannot  exceed  a  certain  threshold.  Of  cause,  the
quadrotor UAV is no exception and the input constraint often effects
its  flight  quality.  Thus,  many  works  are  devoted  to  solve  the  input
saturation, and abundant results have been achieved so far. In [6], the
Nussbaum function  was  introduced  to  solve  the  input  saturation.  In
[7],  with  the  help  of  the  Gaussian  function,  a  continuous  differen-
tiable saturation model was built  so as to employ the recursive con-
trol  algorithm  to  design  controller.  In  [8],  an  auxiliary  system  was
constructed  to  deal  with  input  saturation  for  the  medium-scale
unmanned autonomous helicopter.

In recent decades, the combination of advanced control theory and
neural  network  (NN)  [9]  or  fuzzy  logic  system  (FLS)  [10],  [11],

commonly as function approximator, has promoted the development
of intelligent control theory. Further, the NN or FLS is applied to the
practical system to tackle the system uncertainty by numerous schol-
ars.  A  composite  learning  control  scheme  with  finite-time  conver-
gence  was  proposed  for  the  quadrotor  UAV  by  using  the  terminal
sliding  mode  in  [12].  In  [13],  an  adaptive  neural  backstepping  con-
trol strategy in presence of input saturation was presented for quadro-
tor crafts and obtained finite-time convergence. However, the inher-
ent  defect  of  the  finite-time  control  is  that  the  convergent  time  is
related to system initial values. To remove the limits, this letter will
study  a  fixed-time  control  scheme  combined  with  the  NN  for  a
quadrotor UVA.

Motivated  by  the  analysis  mentioned  above,  a  fixed-time  neural
control  scheme  with  input  and  attitude  constraints  is  designed  to
improve  the  flight  quality  of  a  quadrotor  UAV.  The  main  contribu-
tions are summarized as: 1) The NN and anti-saturation auxiliary sys-
tem  are  combined  with  the  fixed-time  control  theory  to  design  the
attitude  controller,  which  ensures  that  the  convergent  time  is  inde-
pendent of initial conditions. 2) The nonlinear state-dependent func-
tion  (NSDF)  is  introduced  to  guarantee  that  the  attitude  constraint
bound  is  not  violated  while  the  fixed-time  convergent  rate  is
achieved.

λmin (•)
• r ∈ Rn s ∈ Rn r ◦ s |r|λ

sign(s) r ◦ s = [r1s1, . . .rnsn]T |r|λ = [|r1|λ, . . . , |rn|λ]
T

sign(s) =
[
sign(s1), . . . ,sign(sn)

]T
Notations:  denotes  the  smallest  eigenvalue  of  a  square

matrix .  and  are n-dimension vectors, and ,  and
 are  defined  as , ,

.
Problem formulation: The attitude model is given by [14]

 

ϕ̈ = θ̇ψ̇
Iy − Iz

Ix
+

u1 (w1)
Ix

+d1

θ̈ = ϕ̇ψ̇
Iz − Ix

Iy
+

u2 (w2)
Iy

+d2

ψ̈ = ϕ̇θ̇
Ix − Iy

Iz
+

u3 (w3)
Iz

+d3

(1)

Ix Iy Iz d1 d2 d3
w1 w2 w3

u1 u2 u3

where ϕ, θ and ψ are the roll angle, pitch angle and yaw angle respec-
tively, , and  denote  moment  of  inertia, ,  and  indicate
external disturbances, ,  and  are desired control torque inputs
to  be  designed, ,  and  represent  actual  control  torque inputs,
and
 

uk (wk) = sat (wk) =
{

sign (wk)uMk,

wk,

|wk | ≥ uMk
|wk | < uMk

(2)

k = 1,2,3 uMk > 0 ukfor , where  is the constraint bound of .
x1 = [x11, x12, x13]T =

[
ϕ,θ,ψ

]T x2 = [x21, x22,

x23]T = [ϕ̇, θ̇, ψ̇]T
By  defining  and 

, system (1) is written as
 {ẋ1 = x2

ẋ2 = f (x2)+bu (w)+d
(3)

b = diag
{
1/Ix,1/Iy,1/Iz

}
d = [d1,d2,d3]T u (w) = [u1 (w1) ,

u2 (w2) , u3 (w3)]T w = [w1, w2, w3]T f (x2) = [θ̇ψ̇
(
Iy − Iz

)
/Ix,

ϕ̇ψ̇(Iz − Ix)/Iy, ϕ̇θ̇
(
Ix − Iy

)
/Iz]T

where , , 
, , 

.

∆u = u−w ∥ ∆u ∥≤ τ
Assumption 1  (see  [8]):  For  control  torque constraint  (2),  the  dif-

ference  is deemed to be bounded, namely,  with
τ being a positive constant.

∥ d ∥≤ d̄ d̄
Assumption  2  (see  [8]):  The  disturbance d is  deemed  to  be

bounded, namely,  with  being a positive constant.
In  this  letter,  the  attitude  angles  are  subject  to  the  following  con-

straint:
 

x1k ∈ Dk := {x1k ∈ R : −gLk (t) < x1k (t) < gHk (t)} (4)
gLk (t) : R+→ R+ gHk (t) : R+→ R+

gLk (t) < g
k

gHk (t) < gk g
k

gk
gLk (t) gHk (t)

gLk gHk

where  and  are  such  that
 and  with  and  being positive constants.

Next,  for  writing  convenience,  and  are  abbreviated  to
 and .
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In  order  to  constrain  the  attitude  angle,  the  following  NSDF  are
conducted [15]:
 

T1k =
x1k

(gLk + x1k) (gHk − x1k)
(5)

 

Tdk =
xdk

(gLk + xdk) (gHk − xdk)
(6)

xd = [xd1, xd2, xd3]Twhere  is desired attitude angle.
x1k (0) ∈ Dk T1k

x1k Dk

From  (5),  we  deduce  that  for  any  initial  value , 
tends to infinity when  goes to the boundary of , that is,
 

T1k →∞, if and only if x1k →−gLk or x1k → gHk. (7)
x1k (0) ∈ Dk

T1k (t) ∈ L∞ ∀t > 0 x1k (t) ∈ Dk
T1k

Furthermore,  we  obtain  that  for  any  initial  state ,  if
, ,  it  is  naturally  ensured .  Hence,  we

conclude  that  as  long  as  is  bounded,  the  attitude  constraint  is
strictly maintained.

T1k TdkDifferentiating  and , it yields
 

Ṫ1k = β1k ẋ1k +γ1k (8)
 

Ṫdk = βdk ẋdk +γdk (9)
with
 

β1k =
gLkgHk + x2

1k

(gLk + x1k)2(gHk − x1k)2 (10)
 

βdk =
gLkgHk + x2

dk

(gLk + xdk)2(gHk − xdk)2 (11)
 

γ1k =
(ġLk − ġHk) x2

1k − (ġLkgHk +gLkġHk) x1k

(gLk + x1k)2(gHk − x1k)2 (12)
 

γdk =
(ġLk − ġHk) x2

dk − (ġLkgHk +gLkġHk) xdk

(gLk + xdk)2(gHk − xdk)2 . (13)

T1 = [T11,T12,T13]T Td = [Td1,Td2,Td3]TDefine  and .  Then,  we
obtain
 

Ṫ1 = β1 ẋ1 +γ1 (14)
 

Ṫd = βd ẋd +γd (15)
β1 = diag {β11,β12,β13} βd = diag {βd1,βd2,βd3} γ1 = [γ11,

γ12,γ13]T γd =
[
γd1,γd2,γd3

]Twhere ,  
 and .

r ∈ Rn s ∈ Rn P ∈ Rn×nLemma 1: For ,  and  the following inequality
holds:
 

rT Ps ≤ l
2

rT rtr
(
PT P

)
sT s+

1
2l

(16)

where l is a positive constant.
Proof:

 

rT Ps ≤ l
2

(
rT Ps

)2
+

1
2l

=
l
2

(
rT (p1, . . . pn) s

)2
+

1
2l

=
l
2

((
rT p1, . . . ,rT pn

)
s
)2
+

1
2l

≤ l
2

((
rT p1

)2
+ · · ·+

(
rT pn

)2
)

sT s+
1
2l

≤ l
2

rT r
(
pT

1 p1 + · · ·+ pT
n pn

)
sT s+

1
2l

=
l
2

rT rtr
(
PT P

)
sT s+

1
2l

■

xd

The control objective in this letter is to design a fixed-time neural
control law for a quadrotor UAV with input and attitude constraints
such  that  the  desired  trajectory  can  be  followed  with  fixed-time
convergent  rate  and all  closed-loop signals  are  uniformly ultimately
bound.

Main results: In this section, the detailed design process of fixed-
time control law combined with the NN and anti-saturation auxiliary
system will be presented for the attitude system.

For  the  control  torque  constraint  problem,  the  following auxiliary
system is introduced [8]:
 

ζ̇1 =−
(

1
2

) 3
4

K1|ζ1|
3
4 ◦ sign (ζ1)−

(
1
2

)2
ζT1 K2ζ1ζ1 + ζ2

ζ̇2 =−
(

1
2

) 3
4

K3|ζ2|
3
4 ◦ sign (ζ1)−

(
1
2

)2
ζT2 K4ζ2ζ1 − ζ1

− 3
2
ζ2 +b∆u

(17)

K1,K2,K3,K4 ∈ R3×3

ζ1, ζ2 ∈ R3
with  being the positive definite diagonal matri-
ces,  being the auxiliary system internal states.

Remark 1: In the existing researches, smoothing function, dynamic
auxiliary  system and NN are  used to  deal  with  input  saturation,  but
there are few relevant studies that consider input saturation in fixed-
time control. Compared with literature [8], the dynamic auxiliary sys-
tem is designed to deal with input saturation with fixed-time conver-
gence in this letter.

Step 1: The virtual control law is designed as
 

α = −
(

1
2

) 3
4
β−1

1

(
Q1|e1|

1
2 ◦ sign (e1)+K1|ζ1|

1
2 ◦ sign (ζ1)

)
−β−1

1

(
γ1 −βd ẋd −γd +

1
2

e1 +
1
2
β1β

T
1 e1

)
−

(
1
2

)2
β−1

1

(
eT

1 Q2e1e1 + ζ
T
1 K2ζ1ζ1

)
(18)

Q1 ∈ R3×3 Q2 ∈ R3×3where  and  are positive definite diagonal matri-
ces to be designed. Details are given in Section II of the Supplemen-
tary Material.

Step 2: The actual control law is designed as
 

w = −
(

1
2

) 3
4

b−1
(
Q3|e2|

1
2 ◦ sign (e2)+K3|ζ2|

1
2 ◦ sign (ζ2)

)
−b−1

(
β1e1 + e2 + ζ1 +

3
2
ζ2 +
ξ̂S T S e2

2δ2

)
−

(
1
2

)2
b−1

(
eT

2 Q4e2e2 + ζ
T
2 K4ζ2ζ2

)
(19)

Q3 ∈ R3×3 Q4 ∈ R3×3

ξ̂ ξ ξ̃ = ξ̂− ξ
where  and  are positive definite diagonal matri-
ces,  is the estimation of , . Details are given in Section II
of the Supplementary Material.

ξ̂Step 3: The update law for  is designed as
 

˙̂ξ =
eT

2 e2S T S

2δ2
−λ1ξ̂−λ2ξ̂

3 (20)

λ1 > 0 λ2 > 0where  and  are constants to be designed.
Some lemmas in [16] and [17] are used in these three steps. Details

are given in Section II of the Supplementary Material.

gLk (t) < x1k (t) < gHk (t) t > 0

Theorem 1: Under the auxiliary system (17), the virtual control law
(18), the actual control law (19) and the update law (20), the system
(3) obtains: 1) The whole signals of the system are bounded, and the
tracking  error  converges  into  a  small  set  around  zero  within  fixed-
time T. 2) It is ensured that the state constraint is not violated, that is,

, .

V3

T ≤ 4
µ1ι
+ 10
µ2ι

0 < ι < 1 e1k = T1k −Tdk − ζ1k
ζ1k Tdk ∈ L∞ Ddk

T1k ∈ L∞
x1k (0) ∈ Dk x1k

Dk

Proof: 1) According to (33) in the Supplementary Material, we eas-
ily  obtain  that  is  bounded.  Hence,  all  signals  are  bounded.  And
using Lemma 1 in [1],  we get  that  the system (3) is  practical  fixed-
time  stable.  Further,  we  get  the  fixed-time ,  where

.  2)  Since  all  signals  are  bounded,  and
 are  bounded.  Note  that  in  the  compact  set ,  it  is

ensured .  Then,  in  the  light  of  analysis  below (7),  we con-
clude  that  for  any ,  the  state  remains  the  predefined
set . ■

Numerical example: In this section, numerical simulation experi-
ment will be implemented to validate the feasibility of the proposed
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fixed-time control  method.  In order to present  the superiority of  the
proposed scheme,  we compare  it  with  the  control  method presented
in [13].

Ix = 0.045 kg ·m2 Iy = 0.045 kg ·m2 Iz = 0.083 kg ·m2
An example with practical parameters of a quadrotor UAV is given

by ,  and .
The  quadrotor  UAV  is  required  to  track  the  time-varying  signals

with external disturbances. The desired signals are given by
 

xd1 = 0.1+0.1sin(0.5t)
xd2 = 0.1+0.1sin(0.2t)
xd3 = 0.1+0.1sin(0.1t)−0.1cos(0.1t).

(21)

d1 = 0.1sin(t) d2 = 0.2sin(0.2t)
d3 = 0.1sin(0.1t)

The external disturbances are ,  and
.

The constraint bounds of three channels are
 

gL1 = 0.1+0.01cos(t),gH1 = 0.3+0.02sin(t)
gL2 = 0.1+0.01cos(t),gH2 = 0.3+0.02sin(t)
gL3 = 0.1+0.01cos(t),gH3 = 0.3+0.02sin(t).

(22)

The design matrices are
 

K1 = diag {5,5,5} ,K2 = diag {5,5,5}
K3 = diag {1,1,1} ,K4 = diag {2,2,2}
Q1 = diag {10,10,10} ,Q2 = diag {10,10,10}
Q3 = diag {2,2,2} ,Q4 = diag {50,50,50} .

(23)

δ = 50 λ1 = 50 λ2 = 50The design parameters are ,  and .

uM1 = 0.0022 uM2 = 0.0022 uM3 = 0.0022
The  constraint  bounds  of  actual  controller  are  assumed  as

,  and .
Figs.  1−3  present  the  tracking  results  of  the  attitude  system  of  a

quadrotor  UAV  in  the  presence  of  external  disturbance  and  input
constraint.  In  the  view  of  tracking  results,  both  proposed  control
scheme and control scheme presented in [13] achieve the desired sig-
nal  with  a  very small  tracking error.  However,  it  is  noteworthy that
the proposed control  scheme has faster  convergent  rate  than control
scheme presented in [13]. Besides, the proposed control scheme can
track the desired signal within fixed-time which means that the con-
vergent  time  is  independent  of  the  initial  conditions.  Therefore,  our
proposed method is superior to the method presented in [13] in terms
of convergent time. We can also find that the attitude angles are kept
within the specified range with the help of the NSDF.

ξ̂ ξ̂Fig. 4 shows the trajectory of . We can find that  is convergent,
which means that the NN we constructed is feasible. By constructing
the NN, we do not need to know the exact system model when design
the  attitude  controller.  Therefore,  our  proposed  method  can  achieve
precise  control  without  knowing  the  exact  model  of  system.  The
smooth and bounded curves of virtual control law is shown in Fig. 5,
Fig. 6 gives the curves of actual control input with input saturation. It
is  noteworthy  that  the  control  inputs  are  confined  within  prescribed
range and it  can be  seen that  the  inputs  are  continually  changing to
resist  the  time-varying  disturbances  and  track  the  time-varying
desired signals. All figures are given in Section III of the Supplemen-
tary Material.

Conclusion: In  this  letter,  the  fixed-time  neural  attitude  control
under  input  and  attitude  constraints  has  been  investigated.  First,  by
introducing the anti-saturation auxiliary system, the adverse effect of
the input saturation is overcome. Besides, with the help of the NSDF,
the attitude angles are constrained within prescribed sets. Finally, the
proposed method based on backstepping technique can guarantee that
the desired signal is followed with fixed-time convergent rate.
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