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Abstract-InCormation oC Activities location is critical Cor 

traffic simulation based on activity. To replace time-consuming 

manual acquisition, this paper proposes an inCormation 

extraction method based on ontology and Crequent subtree to 

acquire place-related inCormation Crom the Web automatically. 

A destination selection model based on Nested Logit is 

established to use this inCormation in traffic simulation. To 

veriCy the method and model, inCormation oC places within 

Zhongguancun area is acquired Crom the Web, and then 

experiments with uniCorm design are carried out on artificial 

transportation systems and regression analysis is done. 

I. INTRODUCTION 

Many activity-based traffic simulation systems (ATSS) 
have been developed, such as TRANSIM, VISEM, FAMOS, 
TransModeler and TransWorld [1]-[5]. It is widely accepted 
that, comparing to traditional traffic simulation, ATSS 
possess many advantages, such as the capability to study 
people's travel actions in a deep and fine-grained way [6]-[8]. 
ATSS have become one hot topic in transportation modeling 
and analysis for a long time. However, they still face many 
difficulties, among which the most notable one is how to 
acquire activity information. For most existing ATSS, the 
acquisition and configuration of activity information is 
accomplished manually. As involved information is huge, 
much time and energy is wasted inevitably. 

On the other hand, World Wide Web, which is the world's 
largest open source information platform, has been involved 
into people's daily life and has a profound effect on the 
development of human society. Information on the Web is 
all-inclusive and a great number of people create or share 
information and knowledge online. These characteristics have 
attracted researchers' keen attention. Sakaki et at. uses Twitter 
as a sensor for the real-time sensing of messages about 
earthquake [9]. Steinberger et at. present a system to monitor 
disease epidemics by text mining from the Web [10]. Zeng et 
at. show applications of web information in emergency 
response [11]. Asur and Huberman demonstrate how social 
media can be used to predict box-office revenue for movies 
[12]. In the field of transportation, Carvalho et al [13] propose 
a text classifier based on Support Vector Machines (SVM) for 
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real-time sensing of traffic information in massive Twitter 
messages. Bregman et al [14] gives a survey of uses of social 
media in public transportation. Collins et al [15] use social 
media and conduct sentiment analysis to evaluate transit 
riders' satisfaction. Pereira et al [16] utilize the web as a 
predictor for public transport demand around event venues. 
Internet is also used to improve traditional traffic survey [17] 
[18]. However, up to now, to our knowledge, there is still a 
lack of specific methods for conducting activity-based traffic 
simulation using information acquisition from the Web. 

This paper aims to explore activity-based traffic 
simulation using activity-related information acquisition, 
especially place-related information acquisition from the Web. 
The main contributions of this paper include three folds: 

1) Propose an information extraction method to obtain 
place-related information from the Web automatically; 

2) Set up a destination selection model using the place-related 
information for activity-based traffic simulation; 

3) Design and carry out computational experiments based on 
artificial transportation systems to verify the method. 

The rest of paper is organized as follows. The method to 
obtain place-related information from the Web is described in 
Section II. In Section III, a destination selection model is 
proposed to utilize this web information. Validation based on 
artificial transportation systems is carried out in Section IV. 
Finally, in Section V, conclusions are drawn and future works 
are discussed. 

II. PLACE-RELATED INFORMATION ACQUISITION 

FROM THE WEB 

An information extraction method for activity places is 
introduced in this section in three steps. First, the formal 
information model of activity places is established. Second, 
the information extraction process is presented. Finally, a 
solution for a challenge in the process is discussed. 

A. Ontology-based Place Model 

Before extracting web information, the specification of 
place-related information must be defined. An ontology, 
which is a formal, explicit specification of a shared 
conceptualization [19], can provide a common semantic 
foundation for different subjects and has been adopted widely 
in information extraction. Here, we also use it to set the formal 
information model of places. OWL [20] is the most popular 
language to construct ontology now. An ontology with OWL 
can be defined as a tetrad Q:=<C,/,P,X >. C represents 

owl.·class which defines a group of individuals that share some 
properties. / denotes collection of individuals, which are 
instances of classes. P is the collection of properties 



(rdf"Property) used to state relationships between individuals 
or from individuals to data values. X denotes the axiom set 
used to associate class and property identifiers. Classes can be 
organized in a specialization hierarchy using owl:subClassOf 
A built-in class named owl:Thing is the class of all individuals 
and a superclass of all OWL classes. 

Fig.1 shows partial place ontology constructed with OWL 
in Protege [21]. Place class, Road class (which place relies on) 
and Vacation class (which place belongs to) are three top 
classes. According to types of destination of people's daily 
activities, five subclasses, ResidentialCommunity, School, 
Hospital, BusinessPlace, and OfficeBuilding, are derived 
from place. Further, BusinessPlace is classified into 
BodybuildingPlace, EntertainmentPlace, Restaurant and 
Shop. Place class has general properties of a place, like ID, 
name, address, longitude and latitude. As well as these 
properties, its subclasses have their own properties. For 
example, BusinessPlace class has properties for service time, 
and its subclass Restaurant has properties like average 
consumption, style of cooking and some information with 
characteristics of the Web (e.g. number of netizens' comments 
and their grades for taste, environment and service of 
restaurants). 

® owl.·C/ass � ow/:Sllbclass - -!>- - oll'/:ObjectProperty 

Figure 1. Place ontology. 
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Figure 2. Target Information Blocks (TIBs) and the extraction process. 

B. Process of Web Information Extraction 

With the development of e-commerce, many review or 
life-guide sites appear on the Internet, such as dianping.com, 
soufun.com and yelp.com. They offer a lot of information 
about places for people to retrieve. Moreover, retrieved pages 
usually present results in a list layout, as Fig.2 shows. 
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Information of place individuals is distributed in independent 
information blocks, called as Target Information Blocks 
(TIBs) in this paper. Since most retrieved pages are assembled 
automatically according to databases, their layouts are almost 
the same, especially HTML structures of TIBs. Thus, we 
propose a method based on the place ontology to extract place 
information. The whole process consists of five steps. 

Step 1: Recognize TIBs 
Besides TIBs, retrieved pages often contain much useless 

content, such as navigation links, advertisement column, 
JavaScript codes and copyright information. How to 
recognize TIBs automatically and accurately is critical for the 
process. A method based on frequent subtree is implemented 
and will be described in detail in Part C of this section. 

Step 2: Construct extraction ontology 
In this step, the mapping relations between information 

items (contained in TIB) and the place ontology are calibrated, 
i.e., map information items to classes and properties. For the 
convenience of management and maintenance, this mapping 
information is also stored in an ontology with OWL. It must be 
noted that this step can be done offline easily. 

Step 3: Extract web information 
In the previous step, positions of information items in TIB 

are recorded. Using this position information, open-source 
tools such as HTML Parser and JTidy can be employed to 
extract these items from mass TIBs automatically. 

Step 4: Geocoding 
In this step, address text is transferred into geographical 

coordinates. Spatial coordinate is necessary for a place to be 
located in a road network, but it rarely appears in common 
web pages. Here, the free geocoding service offered by 
Google is used to transfer address text (e.g. Haidian Street 
A.36) into coordinates (e.g. latitude 39.9825008 and 
longitude 116.3094487) [22]. 

Step 5: Storage of instances 
In this step, extracted information is assembled into place 

classes. A semantic database, SP ARQL server is adopted as 
the storage system. It supports SPARQL language [23] and 
provides great convenience for information management by 
allowing database operations in a semantic way. 

C. Recognition ofTIBs based on Frequent Subtree 

As mentioned before, recognition of TIBs is the first and 
the most important step in the whole process of information 
extraction. Therefore, we will discuss it in detail. 

Instead of the entire Web, we prefer retrieving information 
from some famous vertical websites, which collect and 
organize a mass of information by categories and are usually 
built well. According to W3C standards, a retrieved page can 
be expressed as a DaM (Document Object Model) tree, every 
node on which corresponds to a tag in HTML, as Fig.3 shows. 

Definition 1: A rooted ordered tree [24] is a directed acyclic 
graph satisfying (1) there is a distinguished vertex called the 
root that has no entering edges, (2) every other vertex has 
exactly one entering edge, (3) there is a unique path from the 
root to every other vertex, and (4) there is a predefined 



ordering among each set of siblings. The order is implied by 
the left-to-right order in figures illustrating an ordered tree. 

Definition 2: For a rooted ordered tree T (either ordered or 
unordered) with vertex set V and edge set E , we say that a 

rooted tree T' (either ordered or unordered, depending on T) 

with vertex set V' and edge set E' is a bottom-up subtree [25] 

of T if and only if (1) V' <;;;; V ,(2) E' <;;;; E, (3) the labeling of 

V' and E'is preserved in T' , (4) for a vertex v E V , if 

v E V' then all descendants of v (if any) must be in V' ,and (5) 

if T is ordered, then the left-to-right ordering among the 

siblings in T should be preserved in T' . Intuitively, a 

bottom-up subtree T' (with the root v) of T can be obtained 

by taking a vertex v of T together with all v's descendants and 

the corresponding edges. 

Figure 3. The DOM tree of a retrieved web page. 

Clearly, utilizing the definition 1 and 2, the DOM tree can 
be treated as a rooted ordered tree and every TIB can be 
treated as its bottom-up subtree. Thus, the problem to 
recognize TIBs is transferred to search frequent bottom-up 
subtrees. Then, with the common path from the root to the 
subtrees, we can extract the HTML ofTIB from web pages. 

To facilitate the searching process, preorder strings are 
adopted to express DOM trees. A preorder string S of tree 
T is defined recursively as follows: 

{r 0 
S= r Sj ... Sn 0 n?: 1 

(1) 

where r is the label of root of T , Sj ... Sn is the preorder strings 

of each subtree under r from left to right, and 0 is a special 
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symbol to indicate the end of a preorder string. It has been 
proved that preorder strings contain the same number of label 
and 0 [26). Therefore, we can get preorder strings of all 
bottom-up subtrees of tree T : scan from any HTML label!! in 
the preorder string S till the number of label and 0 passed is 

the same, and the scanned substring is just the preorder string 
of the bottom-up subtree with !! as the root. 

D. Algorithm 

The algorithm is implemented with Java. The inputs 
consist of a web document for extraction and a group of 
restrictions: the minimum length If/ of a TIB, the minimum 

similarity e and the minimum supports n . The output is the 
common path of TIBs. Firstly, the algorithm calls the API of 
JTidy to build the DOM tree T of the web document and gets 
its preorder string ST by a preorder traversal. Secondly, scan 

ST from left to right to acquire preorder strings of all 

bottom-up subtrees of T and filter out those with a length 
shorter than the minimum length If/ . Thirdly, sort these 

preorder strings in the lexical order for ease of later 
comparison. Lastly, calculate the similarity of adjacent 
preorder strings based on edit distance [27). If the similarity is 
greater than the minimum similaritye , treat them as the same 
and count their frequency. If the frequency is greater than the 
minimum supports n , output the path from the root to the 
corresponding bottom-up subtree as a result. In practice, 
choosing proper restrictions (If/ ,e and n ) can make the 

algorithm return just one path. 

III. DESTINATION SELECTION MODEL 

BASED ON NESTED LOGIT 

After acquiring placed-related information from the Web, 
we further explore how to integrate the retrieved place-related 
information into activity-based traffic simulation. 

In traffic simulation, a destination selection model is used 
to decide the destination of travel and often implemented with 
discrete choice models (DCM) [28] [29). Among various 
DCM, Multinomial Logit Model (MNL) and Nested Logit 
Model (NL) are the two of the most popular. Especially, NL is 
based on MNL but overcome its IIA (Independence of 
Irrelevant Alternative) problem [30]. 

-�-�-------------------------(--- All alternative place insUinces --OJ 
.. _-------------------- --------- -------------

1st layer 

Figure 4. Destination selection model based on Nested Logit. The horizontal 
axis of the membership function is distance in kilometers. 



A new destination selection model based on NL is with a 
layered structure (see FigA). The first layer is the distance 
factor. Five fuzzy linguistic terms (Very-Near, Near, Normal, 
Far, and Very-Far) are used to express the distance perception 
and judged by triangular membership functions. Through the 
first layer, all alternative places will be divided into five nests, 
as the second layer shows. Any two nests are disjointed, and it 
is possible that some nests are empty. 

If a person is at place i and the type of place for the next 

activity is k , then the probability Pr(j) for the place 

j (belongs to k -type) to be chosen can be calculated as 

follows (For detailed derivation of a general two-layer NL, 
please see [31 D. 

Pr(j) = �Im . Pm 

(2) 

- T -� = ak . dij +!3k ,xk (3) 

where Vj is a deterministic component of place j I s utility 

calculated from observed variables; dij is the distance from 

place i to place j ;  ak is the distance coefficient of the k -type 

place; xk is a vector of observed attributes of the k -type 

place; iJk is a vector of coefficients corresponding to xk ; N m is 

the set of places in the nest m ; Pm is the probability for the nest 

m to be chosen; �Im is the probability for the place j E N m to 

be chosen if the nestm has been chosen; and e) em E[O,l]) 
is the correlation coefficient of alternatives in the nest m . 

When em = 0 ,  random components of alternatives' utility in 

the nest m are totally dependent; when em = 1 , they are 

totally independent and meanwhile NL is reduced as MNL. 

U sing the choice of restaurant as an example, the retrieved 

restaurant information contains grades for taste, environment 

and service, denoted as XI , x2 and X3 respectively. Let 

X = [XpX2,x3f,,B= [!3P!32,!3JT and em = O.S(m = 1, 2, ... ,S). 

If a person is at place i and its next activity is eating out, then 

the probability for the restaurant j E N m to be chosen is: 

IV. VALIDATION BY EXPERIMENTS ON 

ARTIFICIAL TRANSPORTATION SYSTEMS 

(4) 

(S) 

Computational experiments are carried out on Artificial 
Transportation Systems (ATS) to verify the effectiveness of 
our method. ATS [32]-[34] is an extension of traditional 
transportation systems from the complex systems perspective. 
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It adopts agent-based modeling and simulation methods to 
model each participator in the real traffic world as one agent. 
By simulating each agent's activities under the simple-is 
-consistent principle, complex traffic phenomena can emerge 
from bottom to up [3S). Based on this idea, a microscopic 
transportation simulation platform named TransWorld has 
been developed [36). On this platform, the works of this paper 
are verified in the following steps: 1) prepare related data for 
modeling and simulation and especially use the proposed 
method to acquire place-related information from the Web; 2) 
reconstruct Trans World to read place data from the SP ARQL 
server instead of the previous database; 3) implement the new 
destination selection model in TransWorld. 

A. Data Preparation 

Zhongguancun area, which is a prosperous business 
district in H aidian District, Beijing, is selected as 
transportation simulation area. The modeled road network is 
shown in Fig.S, which is a screenshot of an ATS-modeling 
system based on Google Map [37]. With the operation panel, 
we can draw directly main roads and intersections of the 
Zhongguancun area on the web map. Information hid in the 
background such as geographical coordinates, intersection 
channelization and connective relationship can be configured 
simultaneously. 
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Figure 5. Road network modeled manually in an ATS-modeling system. 
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Figure 6. (a) - (d) tags of restaurants, bodybuilding places, residential areas 
and entertainment places within Zhongguancun Area on the web map 

respectively. 

After analyzing the structure of life-guide websites, and 
their classification of places and geographic division, we use a 
web crawler to download web pages. These pages contain 
information about places within Zhongguancun area. The total 



amount of download pages achieves 1.3 GB. Using the 
information extraction method proposed in Section II and 
some data cleansing technologies, we finally get information 
of 8163 restaurants, 1587 residential communities, 2010 
entertainment places, 5993 shops, 592 bodybuilding places, 
386 office buildings and 2779 places for other services (e.g. 
hotel, hospital and school). Fig.6 (a)-(d) illustrates partial 
restaurants, bodybuilding places, residential areas and 
entertainment places respectively. Every tag on the web map 
represents a place. Due to space limitations, detail of data 
cleansing is beyond this paper. 

B. Experiment Design 

Travel simulation of TransWorld involves many models 
which contain different variables and coefficients. Here, we 
just focus on the destination selection model and take the 
choice of restaurants as an example. Table I shows the value 
range of each coefficient in the formulae (5). To investigate 
impacts of variables (distance, taste, environment and service), 
uniform design method [38] [39] is used to find out a group of 
optimal coefficients. 

TABLE I. RANRGE OF PARMETERS 

a 

Range [-5,0] [0,5] [0,5] [0,5] 

Suppose that the experimental domain consists of s 

factors xl' ... ,xs . Without loss of generality, this domain can 

be assumed as a unit cube C = [0,1]" . The aim of the uniform 

design is to choose a set of n experimental points 

P = { xl''''' xn } C C that are uniformly scattered on 

C (measured with discrepancy D ) to represent all 
experimental points. A uniform design table is denoted by 

VII (nS) , where V denotes the uniform design, n is the 

number of experiments and s is the number of factors. Here, 

VIO(104) (see Table II) is adopted. Every factor is divided 

into ten levels, concrete values of which are in brackets. In the 
same case, 10,000 experiments and 100 experiments are 
needed in full factorial design and orthogonal design 
respectively. However, using uniform design, only 10 
experiments are needed, and great efforts are saved. 

TABLE II. UNIFORM DESIGN TABLE VlO (10
4
) 

No. a /31 /32 /33 
\(-0.5) 4(2.0) 3(1.5) 5(2.5) 

2 5(-2.5) 6(3.0) 7(3.5) \(0.5) 

3 8(-4.0) 2(1.0) 2(1.0) 2(1.0) 

4 4(-2.0) 7(3.5) \(0.5) 9(4.5) 

5 6(-3.0) 3(1.5) \0(5.0) 6(3.0) 

6 7(-3.5) \0(5.0) 4(2.0) 7(3.5) 

7 10(-5.0) 8(4.0) 5(2.5) 4(2.0) 

8 9(-4.5) 5(2.5) 8(4.0) \0(5.0) 

9 2(-1.0) 9(4.5) 9(4.5) 3(1.5) 

\0 3( -1.5) 1(0.5) 6(3.0) 8(4.0) 
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C. Experiment Result 

TransWorld can record detail information of all agents' 
eating-out activity, including departure time, arrival time, 
travel distance and probability of restaurants when they are 
chosen as destinations. Therefore, average travel time of 
agents' eating-out activity can be calculated after every 
experiment and treated as the optimization target. With the 
coefficients in Table II and keeping the other coefficients 
fixed, we conduct ten groups of experiments, and every group 
is repeated five times to reduce stochastic errors. Statistical 
analysis of every group experiment is shown in Fig.7. The 
small black dots are data points, and the column denotes the 
data mean. The bars show 95% confidence interval of the 
mean. 

70 

30 
25 o 

Group Number of Experiments 

Figure 7. Average travel time of eating-out activity. 

10 II 

It can be observed that the Group 3 ,with distance 
coefficient a=-4.0 , taste coefficient PI =1.0 , environment 

coefficient P2 =1.0 and service coefficient P3 =1.0 , gets the 

minimum travel time. We randomly select 20% samples of 
this group for regression analysis with a significant level of 
0.5. The multiple linear regression equation is denoted as: 

y = bo +bld +b2xI +b3x2 +b4x3 (5) 

where bO,bl'b2,b3 and b4 are regression coefficients; dis 

travel distance; XI ' x2 and X3 are grades for taste, 

environment and service of a restaurant respectively; y is the 

probability of a restaurant to be chosen. The result of stepwise 
regression indicates that every argument is significant and 
their contributions to the regression equation can be sorted 
as X3 > d > XI > x2 • The service and distance factors are in the 

first two places to affect the probability for a restaurant to be 
chosen. This is consistent with our usual experience. To verify 
or calibrate the model further, actual traffic survey is needed, 
which is a part of our feature work. 

V. CONCLUSION 

This paper proposes an information extraction method 
based on ontology and frequent subtree to acquire 
place-related information from the Web for activity-based 
travel simulation. Practice proves that it is effective to gain a 
lot of place information automatically online and can replace 
previous manual information acquisition and configuration. 
The destination selection model based on Nested Logit model 
is adopted to fuse this web information in an easy and general 



way. Experiments and regression analysis of the results show 
that the model is rational to some extent. 
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