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Abstract—In this paper, a k-nearest neighbor locally weighted regression method (k-LWR) is proposed to forecast the short-term traffic flow. Inspired by k-nearest neighbor (k-NN) method, the traffic flows which have the same clock time with the current traffic flow are viewed as neighbors. The traffic flows which have the same clock time with the predicted traffic flow are viewed as the outputs of the neighbors. The neighbors most similar to the current traffic flow are viewed as nearest neighbors. It is observed that each nearest neighbor has different similarity with the current traffic flow, and the similarity is relevant to the contribution of the nearest neighbor's output to predicted traffic flow. The greater the similarity is, the greater the contribution is. These contributions of the nearest neighbors' outputs are obtained by the locally weighted regression (LWR) method. In this way, k-LWR uses less data, but uses it more effectively. We use the root mean square error (RMSE) between the actual traffic flow and the predicted traffic flow as the measurement. The proposed method is tested on the actual data from Xingye intersection and Feihu intersection in Jiangsu Province in China. The experimental results show that k-LWR has 20% and 24% improvement over the pattern recognition algorithm (PRA), 26% and 30% improvement over k-NN, for the two intersections, respectively.

I. INTRODUCTION

The performance of a traffic flow prediction is closely related to the effectiveness of an urban traffic signal control which is an important topic in Intelligent Transportation Systems (ITS)[1][2][3][4]. With a predictive capability, ITS can provide proactive control and management. Otherwise there will be time lag between the collection of traffic data and the implementation of traffic control strategies[5][6]. The traffic control system can make reasonable control strategies in advance according to the predicted traffic flow. So the short-term traffic flow forecasting is a major requirement for providing a dynamic traffic control.

A variety of methods and techniques have been developed to forecast the short-term traffic flow, for example, the historical average method[7], the time-series method[8], the local regression method[9], the Kalman filter method[10], the nonparametric regression method[5], the pattern recognition method[6][11], the neural network method[12] and so on. Most of these methods are data-driven methods. The primary task of the data-driven methods is to determine how to select out useful information from a great amount of traffic flow data for prediction. The useful information refers to the information contained in the historical traffic flows which have relevant contributions to the predicted traffic flow.

Usually the traffic flow is described as a vector with its components being the numbers of vehicles passing in a fixed and given time interval, says 5 minutes. The k-NN[5] takes the traffic flows which have the same clock time of the current traffic flow as neighbors. The useful information is found in these neighbors by selecting the nearest neighbors. The predicted traffic flow is obtained by using these nearest neighbors. Actually, the distances, which are the Euclidean distances between the nearest neighbors and the current traffic flow, contain useful information for prediction. It is observed that the smaller the distance is, the greater the contribution is. Some researchers have done some further research based on k-NN. Kim et al.[11] proposed a pattern recognition algorithm (RPA) by finding out the useful information of different clock time of different days in the historical traffic database. Li et al.[6] proposed a weighted pattern recognition algorithm(WPRA) which was an improvement of k-NN and PRA by weighting the useful information according to its clock time.

The traffic flows at the next time period of the neighbors are viewed as the outputs of the neighbors. Moreover, the neighbors’ outputs have the same clock time with the predicted traffic flow. The contributions of the neighbors’ outputs can be regarded as the mappings from the neighbors to their outputs. The predicted traffic flow is obtained by the mappings. The Locally Weighted Regression (LWR) method[13], which is used to obtain the mappings from the historical input vectors to the historical outputs, shows that the values of the distances between the historical input vectors and the current input vector contain useful information for calculating the current output. For short-term traffic flow forecasting, the historical input vectors which are mentioned above correspond to the neighbors. The historical outputs correspond to the outputs of the neighbors. Atkeson et al.[13] proposed the locally weighted regression (LWR) method. Sun et al.[14] applied LWR to forecasting
short-term traffic flow. Zhong *et al.*[15][16] improved LWR by using genetic algorithms (GAs) to choose the inputs for LWR. Each input is regarded as a gene. According to the GA method, the inputs which have maximum correlation with the output are selected as the inputs for LWR.

As long as the historical traffic flow database is big enough to contain enough traffic scenes, a data-driven method usually can achieve good results. However, if the size of the traffic flow database is very large, it may be a very time-consuming in inverting matrices in using LWR. Based on $k$-NN and LWR, we select the nearest neighbors as the historical input vectors of LWR. According to the distances between the nearest neighbors and the current traffic flow, the predicted traffic flow which is viewed as the current output of LWR is obtained. In this paper, we propose a $k$-nearest neighbor Locally Weighted Regression ($k$-LWR) method by arguing that both the nearest neighbors and their distances contain useful information and are enough for short-term traffic flow forecasting.

The $k$-NN uses the information contained in the nearest neighbors. The LWR uses the information from different distances between the historical input vectors and the current input vector. Inspired by the $k$-NN method, the $k$-LWR improves LWR by choosing the nearest neighbors in order to make good use of the information from nearest neighbors and their distances. In this way, the $k$-LWR makes a prediction by using the information given by the nearest neighbors rather than all neighbors, so that it reduces the computation burden. This is the contribution of the paper.

The structure of this paper is organized as follows. After introducing the methods for short-term traffic flow forecasting, some related works are described and analyzed in Section 2. In Section 3 we describe some notations and the $k$-nearest neighbor locally weighted regression method. In Section 4 we show the experimental results of the proposed method and compare it with some other methods. Section 5 is the conclusion of this paper.

### II. RELATED WORKS

In this part, we briefly describe four data-driven short-term traffic flow forecasting methods, $k$-NN, LWR, PRA and WPRA. Then a briefly comparative analysis on $k$-NN, PRA, WPRA and $k$-LWR is given.

#### A. Descriptions for four related data-driven methods

1) $k$-NN method

The $k$-NN nonparametric regression method[5] is a classic data-driven method for short-term traffic flow forecasting. This method argues that the traffic flow vector at the same clock time of the current traffic flow vector is viewed as a neighbor. According to the distances between the neighbors and the current traffic flow, the $k$-nearest neighbors are picked and the predicted traffic flow is obtained by using the corresponding outputs of these neighbors.

2) Locally weighted regression method (LWR)

Locally Weighted Regression (LWR)[13] was proposed in 1997. This method is used for learning the mappings from historical input vectors to the historical outputs based on the distances between the historical input vectors and the current input vector. According to these mappings, the current output is obtained. The contributions of the historical input vectors to the current output are related with the distances between the historical input vectors and the current input vector. The longer the distance is, the smaller the contribution is. Before computing the current output, a matrix inversion is used for obtaining these mappings.

3) Pattern recognition algorithm (PRA)

The pattern recognition algorithm[11] defines a pattern as a sequence of “increasing”, “equal” or “decreasing” of the traffic flow. These traffic flows which have the same pattern as the current traffic flow pattern are used for forecasting the traffic flow. The PRA assumes that each matched traffic flow has the same contribution to the predicted traffic flow. The experimental results in [11] show that the PRA is about 20% improvement compared with $k$-NN.

4) Weighted pattern recognition algorithm (WPRA)

The weighted pattern recognition algorithm[6] is proposed by the same authors of Li *et al.* in 2011. This method takes the same definition of “pattern” as in [11]. The WPRA divides a whole day into several intervals and weights matched patterns according to the intervals at which the matched patterns are. The experimental results in [6] show WPRA significantly outperforms PRA, about 20% improvement.

### B. Comparative analysis

The $k$-NN finds the useful information only from the traffic flows at the same clock time of different days as the current traffic flow. In PRA method, the $k$-NN is improved by using the information from the traffic flows of different clock time of different days. In WPRA method, the PRA is improved by considering the information of time intervals. The traffic flows which have the same pattern as the current traffic flow are weighted according to the clock time in database. In this paper, according to our experiments the improvement of WPRA to $k$-NN is about 20% and to PRA is about 12%. The WPRA and PRA find the matched traffic flows by comparing the historical traffic flow patterns with the current traffic flow pattern. Only those traffic flows which have the same pattern as the current traffic flow are viewed as the matched traffic flows and used for prediction. However, the distance between the matched traffic flow and the current traffic flow may be very large. Some matched traffic flows may have little contribution to the predicted traffic flow. The $k$-LWR makes better use of the information of the nearest neighbors and the distances between them and the current traffic flow. In this paper, based on our experiments, the improvement of $k$-LWR to WPRA is about 10%.
III. A K-NEAREST NEIGHBOR LOCALLY WEIGHTED REGRESSION METHOD

A. Notations

At first, we define some notations. The traffic flow at the \( n \)-th sampling period in the \( l \)-th day is \( x_i(n) \). The current traffic flow vector can be written as

\[
x_i = [x_i(n-v), x_i(n-v+1), \cdots, x_i(n-1), x_i(n)]^T
\]

(1)

where \( x_i(n) \) is the traffic flow at the \( n \)-th sampling period in current day, \( x_i(n-1) \) is the traffic flow at one lag sampling period, and so on. The traffic flow to be predicted at the \((n+1)\)-th sampling period in the current day is \( x_i(n+1) \). Similarly, the historical traffic flow vector corresponding to \( x_i \) in the \( l \)-th day is defined as \( x_{li} \). \( x_{li} \) is a column vector. We denote its length as \( g \), where \( g = v+1 \).

B. The k-LWR method

We use \( k \)-NN to find the \( k \)-nearest neighbors which are viewed as the inputs of LWR. We use LWR in order to obtain the information from the different distances between historical input vectors and the current input vector, and find the mappings from historical input vectors to historical outputs. In the \( k \)-LWR method, we use the information not only from nearest neighbors but also from the different distances between these nearest neighbors and the current traffic flow vector for prediction.

Suppose that there are \( m \) pairs of input vectors and output vectors in database. We set that the input vectors are \( q_1, q_2, \cdots, q_m \) and the corresponding output vectors are \( p_1, p_2, \cdots, p_m \). The current input vector is denoted as \( q \) and the corresponding output vector is denoted as \( p \). Both \( q \) and \( p \) are column vectors. The length of \( q \) is \( g \) as we defined above. We denote the length of \( p \) as \( s \). The Euclidean distances between \( q \) and each historical input vector in database are \( d_1, d_2, \cdots, d_m \). The value of \( d_i \) contains information that \( p_i \) contributes to \( p \). The contribution has the inverse ratio with the distance \( d_i \). \( w_i \) is defined as the expression \((i=1,2,\ldots,m)\)

\[
w_i = f(d_i)
\]

(2)

where \( f(\cdot) \) is a decreasing function. This function shows the relationship between the contribution and the distance.

The mappings from the input vectors to their corresponding output vectors can be expressed as

\[
P = g(Q)
\]

(3)

where \( Q \) is a matrix with the \( i \)-th row as \( q_i^T \) and \( P \) is a matrix with \( i \)-th row as \( p_i^T \).

Before introducing the flows of the LWR, let’s give a brief description to the intuition behind LWR. The mappings \( R \) from the input vectors to their corresponding output vectors is found by using a weighted regression to minimize the criterion

\[
C = \sum_{i=1}^{m} w_i \left\| q_i^T \cdot R - p_i^T \right\|^2
\]

(4)

So \( w_i \) gives larger weight to the term \( \|q_i^T \cdot R - p_i^T\|^2 \) in the minimization of (4) when \( w_i \) is big.

According to [13], \( R \) can be express as

\[
R = \left[\left(WQ^T WQ\right) \cdots \left(WQ^T WQ\right)\right]^{-1} \left(WQ^T WP\right)
\]

(5)

where \( W \) is a diagonal matrix with diagonal elements \( w_i = w_i \). The dimensionality of \( R \) is \( g \times s \).

Based on \( R \), the \( p \) can be calculated by the following expression.

\[
p^T = q^T R
\]

(6)

For short-term traffic flow forecasting, if we regard \( x_i \) as the \( q \)s, \( x_i(n+1) \) as the \( p \)s, the LWR can be used for traffic flow prediction. The process of picking traffic flow data for LWR is shown in Table I. The \( s \) is the total time periods of prediction at the current day.

### TABLE I

<table>
<thead>
<tr>
<th>Prediction sequence</th>
<th>The ( i )-th day in database</th>
<th>The current day</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textbf{( q )}</td>
<td>\textbf{( p )}</td>
<td>\textbf{( p )}</td>
</tr>
<tr>
<td>1</td>
<td>( {x_1, x_2, \ldots, x_q})</td>
<td>( s \times 1 )</td>
</tr>
<tr>
<td>2</td>
<td>( {x_2, x_3, \ldots, x_q+1})</td>
<td>( s \times 2 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( {x_1(n+1), \ldots, x_{q+s} })</td>
<td>( s \times s )</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>\textbf{THE STEPS OF FINDING K-NEAREST NEIGHBORS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Compute Euclidean distances between the front ( k ) neighbors in database and ( x_j, d_1, d_2, \ldots, d_k ). The front ( k ) neighbors refers to the neighbors with order numbers 1-st, 2-nd, \ldots, ( k )-th in the database.</td>
</tr>
<tr>
<td>2. Set the ( i )-th element ( e_i = d_i ) and find the maximum value ( d_{\text{max}} ) in ( e_i ). ( i = 1, 2, \ldots, k ). For ( j = k+1, N )</td>
</tr>
<tr>
<td>Calculate the Euclidean distance ( d_j ) between ( j )-th neighbor and ( x_i );</td>
</tr>
<tr>
<td>If ( d_j &lt; d_{\text{max}} ), remove ( d_{\text{max}} ) from ( e ), then add ( d_j ) to ( e ) and find the new ( d_{\text{max}} ) in ( e ), and record the index of the traffic flow vector with this ( d_j ).</td>
</tr>
<tr>
<td>End</td>
</tr>
<tr>
<td>3. Obtain the ( k )-nearest neighbors in ( e ).</td>
</tr>
</tbody>
</table>

The LWR aims to make use of the all inputs and outputs in database. It may be a very time-consuming processing for matrix-inverse when the number of input-output pairs \( m \) is large. Considering this, in \( k \)-LWR only the \( k \)-nearest
neighbors of \( q \) are used for prediction. Table II shows the process of searching the \( k \)-nearest neighbors.

There are also other simple and useful methods to find these neighbors. For example, we can calculate all distances and sort these distances then choose the \( k \) traffic flow vectors with the shortest distances. Another method is that we can set a suitable threshold. Only the inputs whose distances are less than the threshold are regarded as the nearest neighbors. In order to calculate \( p \), the \( k \)-LWR should choose the suitable two parameters. One is the dimension \( g \) of \( q \) and the other is \( k \).

Some historical traffic flow data is used for training and choosing optimal \( g \) and \( k \). The steps are shown in Table III.

<table>
<thead>
<tr>
<th>THE STEPS OF CHOOSING THE PROPER ( g ) AND ( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Start with a minimal neighborhood size, ( k )=2.</td>
</tr>
<tr>
<td>2. Start with a minimal dimension size, ( g )=1.</td>
</tr>
<tr>
<td>3. Find the ( k )-nearest neighbors according to Table II, ( q_1, q_2, \ldots, q_k ).</td>
</tr>
<tr>
<td>4. Calculate the predicted traffic flow ( x_i(n+1) ) using LWR:</td>
</tr>
<tr>
<td>[ x_i(n+1) = x_i^T R ]</td>
</tr>
<tr>
<td>where ( R ) can be obtained by (5) and its dimensionality is ( g \times 1 ).</td>
</tr>
<tr>
<td>5. Repeat step 3 to step 4 until the prediction for a day is finished.</td>
</tr>
<tr>
<td>6. Compute the root mean squared error (RMSE) between the actual values and predicted values.</td>
</tr>
<tr>
<td>7. Repeat step 3 to step 5 for dimension size ( g+1, g+2, \ldots, g_{\text{max}} ).</td>
</tr>
<tr>
<td>8. Repeat step 2 to step 6 for neighborhood size ( k+1, k+2, \ldots, k_{\text{max}} ).</td>
</tr>
<tr>
<td>9. Choose the proper ( g ) and ( k ) for ( k )-LWR which has minimal RMSE.</td>
</tr>
</tbody>
</table>

After obtaining the proper \( g \) and \( k \), according to \( k \)-LWR, \( x_i(n+1) \) is obtained by Step 3 and Step 4 in Table III.

![Fig. 1 Spatial location of study site](image)

![Fig. 2 The values of RMSE with different \( k \) and \( g \). These panels represent (a) \( k_{\text{max}}=30 \), (b) \( k_{\text{max}}=60 \), (c) \( k_{\text{max}}=90 \) and (d) \( k_{\text{max}}=120 \)](image)

IV. EXPERIMENTAL RESULTS

In order to evaluate the performance of \( k \)-LWR, we need traffic data. In our experiment, we test the performance of the \( k \)-LWR by real traffic flow data. And we compare the performance of \( k \)-LWR, WPRA, PRA and \( k \)-NN by studying the RMSE between actual traffic flow and the predicted traffic flow.

A. The data

The traffic flow data was collected from Suzhou City in Jiangsu Province in China by Beijing Engineering Research
Center of Intelligent Systems and Technology, Institute of Automation, Chinese Academy of Sciences. We choose the traffic flow data which is collected in 2010 at Feihu intersection and Xingye intersection to test the proposed method. The spatial location of Feihu intersection and Xingye intersection is shown in Fig. 1. The sampling period is 5 minutes and there are a few periods of missing observations, where data is not available for up to 5 minutes. The historical traffic flow data at these links is divided into two sets: the training data set and the test data set. The training data is used for determining the parameters and the test data is used for testing the performance of the proposed method.

B. Experiments for k-LWR at Xingye intersection

1) Parameter determination

The traffic data of six months at Xingye intersection is used for obtaining the proper $g$, $k$ and the suitable function for (2). In this experiment, we set $g_{max}=15$. In order to determine the proper $g$ and $k$, (2) is the Equation 8(a) with $h=1$.

According to Table III, the results with different $k_{max}$ are shown in Fig. 2. In Fig. 2, the values of RMSE fluctuate strongly when the value of $k$ is less than 15. With $k$ over 15 and going up, the amplitude fluctuation decreases moderately. The values of RMSE almost remain stable when the $k$ is more than 40. The minimal RMSE is 37.63 when the corresponding $g$ equals 12 and the $k_{pr}$ equals 52. $k_{pr}$ is the proper value chosen for the number of the nearest neighbors. Fig. 2 indicates that the $k$-nearest neighbors contain almost all useful traffic information for current prediction. It can avoid the large time consumption of predicting traffic flow by using all historical traffic data. In this experiment, the traffic flow data in six months is used for training. The neighbors’ number is 180, but the number of nearest neighbors used is 52 for k-LWR. The k-LWR, which uses fewer neighbors, empirically achieves the same performance as LWR.

![Fig. 3 The RMSE with different h for Equation (8)](image)

2) Results for k-LWR

After determining the parameters and function, the proposed method is tested by using the test data set. We compare the performance of the proposed method with that of some other methods, such as WPRA, PRA and k-NN. In this experiment, the parameters for k-LWR, WPRA, PRA and k-NN are shown in Table IV. For WPRA and PRA, the $k_p$ is the pattern size. For k-NN, the $k_{ni}$ is the nearest neighbor number. $k_{pr}$ is the proper number for the nearest neighbors in k-LWR, as we defined above.

\[
\begin{align*}
\ell &= d_i^\frac{1}{h} \\
\ell &= \exp(-d_i^\frac{1}{h})
\end{align*}
\]

where $h$ is the adjustable parameter.

The (2) shows the relationship between the distance and its contribution. The relationship is that the smaller the distance is, the greater the contribution is. So (2) is a decreasing function and the degree of its attenuation is dependent on $h$. The RMSE is different with different $h$, as shown in Fig. 3. There is almost no difference between Equation 8(a) and 8(b) when the value of $h$ is larger than 6. That is to say, as long as the $h$ is more than 6, either of them can be selected for (2). In this case, we select $h=6$.

C. Experiments for k-LWR at Feihu intersection

The traffic flow data of two months at Feihu intersection is used for obtaining the proper $g$, $k$ and the suitable function...
for (2). The steps are the same as that of experiments at Xingye intersection. The optimal $g$ equals 8 and $k_{pr}$ equals 32. The suitable function for (2) is Equation 8(a) or 8(b) with $h=5$. In this experiment, the parameters for $k$-LWR, WPRA, PRA and $k$-NN is shown in Table VI.

### Table VI

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$k$-LWR</th>
<th>WPRA</th>
<th>PRA</th>
<th>$k$-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{pr}$</td>
<td>32</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$k$</td>
<td>N/A</td>
<td>5</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>$k_0$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>35</td>
</tr>
<tr>
<td>$g$</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

We choose the seven days traffic flow data in Feihu intersection for testing the proposed method and compare its performance with the performance of WPRA, PRA and $k$-NN. The RMSE of the each method at each day is shown in Table VII. We can see that the proposed method is about 12% improvement compared with WPRA, about 24% improvement compared with PRA and about 30% improvement compared with $k$-NN. The $k$-LWR takes about 69% of the time of LWR in this testing case.

### Table VII

<table>
<thead>
<tr>
<th>Day</th>
<th>$k$-LWR</th>
<th>WPRA</th>
<th>PRA</th>
<th>$k$-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.90</td>
<td>23.64</td>
<td>27.35</td>
<td>30.71</td>
</tr>
<tr>
<td>2</td>
<td>20.46</td>
<td>24.64</td>
<td>27.81</td>
<td>31.63</td>
</tr>
<tr>
<td>3</td>
<td>21.21</td>
<td>23.89</td>
<td>28.87</td>
<td>30.02</td>
</tr>
<tr>
<td>4</td>
<td>20.97</td>
<td>24.23</td>
<td>28.83</td>
<td>30.28</td>
</tr>
<tr>
<td>5</td>
<td>21.78</td>
<td>24.58</td>
<td>27.82</td>
<td>30.41</td>
</tr>
<tr>
<td>6</td>
<td>21.52</td>
<td>24.84</td>
<td>28.78</td>
<td>30.40</td>
</tr>
<tr>
<td>7</td>
<td>20.91</td>
<td>24.47</td>
<td>27.11</td>
<td>31.21</td>
</tr>
</tbody>
</table>
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