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   Dear Editor,

The optimal formation control design problem is studied for a class
of  second-order  multi-agent  systems  (MASs)  with  obstacle  avoid-
ance.  Based  on  the  actor-critic  framework,  an  optimized  formation
controller  is  proposed  by  constructing  a  novel  performance  index
function.  Furthermore,  the  stability  of  MAS is  proved by construct-
ing  the  Lyapunov  function.  The  simulation  results  are  provided  to
depict the effectiveness of the proposed strategies.

The  MASs  can  fully  and  effectively  accomplish  some  relatively
complicated production and living through mutual coordination, and
cooperation between multiple agents. Compared with a single agent,
multi-agent  has  many  advantages,  such  as  high  efficiency,  energy
saving, high reliability and easy maintenance. Therefore, MASs have
attracted much attention, and these research results have been widely
used in traffic control, multi-robot cooperative rescue, aerospace, and
other fields [1]−[3]. A series of issues such as consensus control and
formation  control  have  become  major  research  hotspots  around
MASs [4]−[6].

In  [7],  the  authors  investigated  time-varying  formation  problems
for general linear MASs with switched directional interaction topolo-
gies.  The  authors  in  [8]  studied  distributed  time-varying  formation
control  for  heterogeneous MASs under  the output  regulation frame-
work. In addition, [9] analyzed the effect of distance mismatches on
the standard gradient-based rigid formation control  for  MASs.  Nev-
ertheless,  it  must  be  stressed  that  the  above-mentioned  methods  on
the formation control  of  MASs did  not  consider  the  obstacle  avoid-
ance problem.

Designing obstacle avoidance strategies among agents and between
agents  and  environmental  obstacles  during  formation  is  a  prerequi-
site  for  safe  operation  of  MASs.  In  order  to  solve  the  above-men-
tioned  deficiencies,  many  meaningful  formation  control  methods
with  obstacle  avoidance  for  MASs  results  have  emerged,  such  as
[10]−[12]. Han et al. [10] investigated the formation control problem
for  MASs  with  obstacle  avoidance  under  a  directed  interconnection
topology. Subsequently, Ngugen et al. [11] developed an approach to
the formation control and obstacle avoidance of multiple rectangular
agents with limited communication ranges. Reference [12] presented
trajectory control for spacecraft formation flying with obstacle avoid-
ance.  Unfortunately,  the  above  results  only  considered  the  obstacle
avoidance  between  formation  objects  and  did  not  consider  optimal
control requirements.

In  recent  years,  the  research  on  the  optimal  control  problem  for

MASs  have  engineering  value  [13]−[15].  For  this  problem,  the
authors in [13] designed formation controllers for multiple unmanned
aerial  vehicles  in  an  obstacle-laden  environment.  In  [14],  addressed
optimal  formation  control  problem  for  general  linear  first-order
MASs  with  collision  avoidance.  Even  though  the  authors  in  [15]
investigated the problem of adaptive optimized formation control for
a class of second-order MASs, it ignored the need for obstacle avoid-
ance.

To our best knowledge, to date, there is no research on the second-
order MASs adaptive leader-following problem in optimal formation
control  with  obstacle  avoidance.  Motivated  by  above  analysis,  this
letter  first  designs  an  adaptive  optimal  formation  controller  for  a
class of second-order systems. Besides, the proposed control scheme
can also guarantee that all agents are able to achieve obstacle avoid-
ance while in formation control.

The  remainder  of  this  letter  is  organized  as  follows.  Firstly,  the
basic  concept  and  problem statement  are  given.  Secondly,  the  opti-
mal  formation control  design and stability  analysis  are  given.  Then,
simulations  illustrating  the  effectiveness  of  the  developed  control
method. Finally, the conclusion is given.

Basic concept:
L = [li j] ∈ RN×N li j = l ji ≤ 0

lii = −
∑N

j=1 li j

L̃ =


l11 +b1 · · · l1N
...

. . .
...

lN1 · · · lNN +bN

 b1, . . . ,bN

b1 + · · ·+bN > 0

Lemma  1  [10]:  If ,  where  and
 as  an  irreducible  matrix,  then  all  the  eigenvalues  of

 are  positive,  where  are

nonnegative constants satisfied .
GLemma 2 [16]: The undirected graph  is connected if and only if

its Laplacian matrix is irreducible.
a,b ∈ Rn

aT b ≤ (ηp/ p)∥a∥p + (1/qηq)∥b∥q
η > 0 p > 1 q > 1 (p−1)(q−1) = 1

Lemma 3 (Young’s inequality):  For any vectors ,  the fol-
lowing  Young’s  inequality  holds: 
where , ,  and .

Problem statement: The  second-order  MAS is  considered  in  the
following:
 {

ẋi(t) = yi(t),
ẏi(t) = ui(t),

i = 1, . . . ,n (1)

xi yi
ui

where  and  represent  position states and velocity states,  respec-
tively.  represents the system control input.

The leader’s reference trajectory is defined as follow:
 {

ẋ0(t) = y0(t)
ẏ0(t) = z0(t)

(2)

x0(t) y0(t) z0(t)where  and  represent  reference  trajectories,  and  as
smooth vector-valued function.

In  this  letter,  the  authors  will  study the  optimal  formation control
problem for second-order MASs with obstacle avoidance, all follow-
ers  follow  the  leader’s  reference  trajectory  to  form  a  formation.  At
the  same  time,  the  control  system  can  achieve  obstacle  avoidance
while completing optimal formation task.

Optimal formation control design and stability analysis: Define
a coordinate transformation of the following form:
 {exi = xi − x0 −ηi,

eyi = yi − y0,
i = 1, . . . ,n (3)

ηiwhere  as a constant matrix.
Then, we can obtain that

 

ė(t) =
[

ey(t)
u− z0(t)⊗1N

]
(4)

e(t) = [eT
x ,e

T
y ]T ex = [eT

x1, . . . ,e
T
xn]T ey = [eT

y1, . . . ,

eT
yn]T u = [uT

1 , . . . ,u
T
n ]T ⊗

limt→∞ ex = limt→∞ ey = 0

where  with  and 
, ,  represents Kronecker product. To achieve

the  formation  for  MASs  with  zero  steady-state  tracking  errors,  i.e.,
.

i k zik(t) = xi −ok,k = 1, ...,qFor agent  and obstacle , define  as rela-
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Φk(∥zik(t)∥)
∥zik∥ ≤ d̄k
∥zik∥ → dk

Φk(∥zik∥)→ +∞ d̄k dk
d̄k > dk ∥zik∥ > d̄k

Φk(∥zik(t)∥) ψik(t)
Φk(∥zik(t)∥) ψik(t) = −∇zikΦk(∥zik∥)

tive  position  variate.  A  repulsive  potential  function  is  a
nonnegative  and  differentiable  function  satisfying:  When ,
the  valid  repulsion  potential  is  triggered,  and  when ,

,  where  and  are  distance  threshold  and  mini-
mal  separation  distance  respectively,  and .  When ,

 is weakened. The repulsive force  is generated from
the negative gradient of  as .

Further,  the  formation  errors  of  the  position  and  velocity  are
defined as follows:
 

χxi(t) =
∑
j∈Ni

ai j(xi −ηi − x j +η j)+bi(xi − x0 −ηi) (5)

 

χyi(t) =
∑
j∈Ni

ai j(yi − y j)+bi(yi − y0) (6)

Niwhere  represents neighbor label set of agents. Next, the derivative
of (5) and (6) with respect to time yields
 

χ̇xi(t) = ciyi −biy0(t)−
∑
j∈Ni

ai jy j (7)

 

χ̇yi(t) = ciui −biz0(t)−
∑
j∈Ni

ai ju j (8)

ci =
∑

j∈Ni ai j +biwhere .  In  order  to  achieve  the  control  objective,
define the optimal performance index for overall multi-agent is con-
structed by
 

J∗i = min
ui∈Ψ(Ω)

{
w ∞

t
ri(χxi,χyi,ui,u j)dτ}

=
w ∞

t
ri(χxi,χyi,u∗i ,u

∗
j)dτ (9)

Ω

ri(χxi,χyi,ui,u j) = χT
xiχxi +χ

T
yiχyi +uT

i ui +
∑

j∈Ni uT
j u j

where  is  a  compact  set  containing  origin,  the  cost  function
. Further, in acc-

ordance  with  the  error  dynamic  equation  (5)  and  (6),  the  following
differential form can be obtained:
 

dJ∗i
dt
=

dJ∗i
dχxi

ciyi −biy0(t)−
∑
j∈Ni

ai jy j


+

dJ∗i
dχyi

ciui −biz0(t)−
∑
j∈Ni

ai ju j

 . (10)

To  achieve  optimal  control,  we  define  the  Hamilton-Jacobi-Bell-
man equation as follow:
 

Hi(χxi,χyi,u∗i ,u
∗
j ,

dJ∗i
dχxi
,

dJ∗i
dχyi

) = ∥χxi∥2 +
∥∥∥χyi

∥∥∥2
+

∥∥∥u∗i
∥∥∥2
+

∑
j∈Ni

∥∥∥∥u∗j
∥∥∥∥2

+
dJ∗i
dχxi

ciyi −biy0 −
∑
j∈Ni

ai jy j


+

dJ∗i (χxi,χyi)

dχyi

ciui −biz0 −
∑
j∈Ni

ai ju j


= 0. (11)

∂Hi(χxi,χyi,u∗i ,u
∗
j ,dJ∗i /dχxi,dJ∗i /dχyi)/∂u∗i = 0

u∗i = −
ci
2

dJ∗i
dχyi

dJ∗i /dχyi

By solving for , the
optimal  controller .  In  addition,  to  achieve optimal  con-
trol, consider defining  as follow:
 

dJ∗i
dχyi

=
2
ci

 q∑
k=1

βikψik(zik)+ηxiχxi +ηyiχyi + Jo
i (χxi,χyi)

 (12)

Jo
i =−

∑q
k=1 βikψik(zik) − ηxiχxi − ηyiχyi + (ci/2)

(
dJ∗i /dχyi (t)

)
Nca

i = { j|condition (1)} βik > 0 ηxi > 2 ηyi > 3/2
where ,

, , ,  are  design  con-
stants.

The optimal controller can be generated as
 

u∗i = −
 q∑

k=1

βikψik(zik)+ηxiχxi +ηyiχyi + Jo
i (χxi,χyi)

 . (13)

Jo
i

Jo
i = θ

∗T
i (t)φi

(
χxi,χyi

)
+εi

(
χxi,χyi

)
θ∗i (t)

φi
(
χxi,χyi

)
εi

(
χxi,χyi

)
∥εi∥ ≤ δi

δi > 0

Note  that  in  (13)  are  unknown  but  continuous  function,  thus,
neural networks are employed to approximate them in the sense that

, where  as the ideal weights,
 as  the  radial  basis  functions,  as  the  approxi-

mation  error  which  satisfies  with  the  unknown  constant
.

θ∗i (t)
θ̂ci

In  order  to  estimate  the  unknown term  in  optimal  controller
(13), the estimated variable  is introduced, then (12) is given as
 

dĴi(χxi,χyi)

dχyi
=

2
ci

 q∑
k=1

βikψik(zik)+ηxiχxi+ηyiχyi + θ̂
T
ciφi

 . (14)

θ̂ai = diag
[
θ̂ai,1, . . . , θ̂ai,m

]
θ∗iSimilarly, we use  to estimate . The con-

troller is constructed as
 

ui = −
q∑

k=1

βikψik(zik)−ηxiχxi −ηyiχyi − θ̂Taiφi. (15)

To achieve the control objective, the adaptive laws are designed as
 

˙̂θci (t) = −µciφi
(
χxi,χyi

)
φT

i θ̂ci (t) (16)
 

˙̂θai (t) = −φi
(
χxi,χyi

)
φT

i

[
µai

(
θ̂ai − θ̂ci

)
+µciθ̂ci

]
(17)

µci > 0 µai > 0
µci > µai/2 > 1
where ,  are  designed  parameters  and  satisfy

. ⌢
E = Hi(χxi,χyi,

ui,u j,dĴi/dχxi,dĴi/dχyi)
ui

⌢
E → 0

Hi = 0 ∂Hi/∂θ̂ai = 0 D = Tr{[θ̂ai−
θ̂ci]T [θ̂ai − θ̂ci]} > 0 D(t) = 0
∂D (t)/∂θ̂ai (t) = 2(θ̂ai(t)− θ̂ci(t)) Ḋ(t) ≤ 0

Define  the  Hamiltonian’s  approximation  error  as 
.  According to  the  above analysis,  the  opti-

mized  solution  is  expected  to  satisfy .  Since  equation
 is  satisfied,  then .  Then,  define 

,  is  equivalent  to  above  equation.  Since
, one has . In summary, it can

be seen that NN update laws (16) and (17) designed can make it hold,
so that the approximate HJB equation converges to zero.

Choose the following Lyapunov function:
 

V =
1
2

eT
([ (
ηxi +ηyi

)
L̃T L̃ L̃

L̃ L̃

]
⊗ In

)
e

+
1
2

n∑
i=1

Tr
{
θ̃Tciθ̃ci

}
+

1
2

n∑
i=1

Tr
{
θ̃Taiθ̃ai

}
(18)

e = [eT
1 , . . . ,e

T
n ]T L̃ = L+B θ̃ai = θ̂ai − θ∗i θ̃ci = θ̂ci − θ∗iwhere , , , .

V (t)Calculating  the  time derivative  of  and  according  to  Young’s
inequality, (18) can be given as
 

V̇ (t) ≤ −
n∑

i=1

ηxiχ
T
xiχxi −

n∑
i=1

ηyiχ
T
yiχyi +

1
2

n∑
i=1

eT
yieyi

−
n∑

i=1

(
χT

xi +χ
T
yi

)
Ψ+

3
2

n∑
i=1

χT
xiχxi +

n∑
i=1

χT
yiχyi

+

n∑
i=1

Tr
{
θ̂Taiφiφ

T
i θ̂

T
ai

}
−

n∑
i=1

Tr
{
θ̃Tciµciφiφ

T
i θ̂ci

}
−

n∑
i=1

Tr
{
θ̃Taiφiφ

T
i

[
µai

(
θ̂ai − θ̂ci

)
+µciθ̂ci

]}
(19)

χx = L̃ex χy = L̃ey z0 = 0 Ψ =
q∑

k=1
βikψik(zik)where ,  and . .

λM
min (ηxi −2) L̃T L̃ 0

0
(
ηyi −3/2

)
L̃T L̃− Im/2

 λN
max[ (

ηxi +ηyi
)
L̃T L̃ L̃

L̃ L̃

]
λmin

i

φi
(
χxi, χyi

)
φT

i

(
χxi, χyi

)
V̇ ≤ − λ

M
min
λN

max
×

eT
( [

(ηxi + ηyi)L̃T L̃ L̃
L̃ L̃

]
⊗ In

)
e −∑n

i=1
h̄i
2 Tr

{
θ̃Tciθ̃

T
ci

}
− ∑n

i=1
h̄i
2 ×

Tr
{
θ̃Taiθ̃ai

}
+

∑n
i=1Ξ∥Ψ∥

2 h̄i =mini=1,...,n
{
µciλ

min
i

}
Ξ =
√

2/

Define  as  the  minimal  eigenvalue  of

,  and  as  the  maximal

eigenvalue  of ,  is  the  minimal eigen-

value  of ,  yields 

 

 where , 
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2maxi=1,...,n{
∑p

k=1 β
2
ik}.

V̇(t) ≤ −λV(t)+ΞΨTΨ λ =min{λM
min/λ

N
max, h̄i/2, h̄i/2}

ψi(t) = 0 V̇(t) ≤ −λV(t)
V̈

V̇ t→∞
V (t) ψi∑q

k=1 βkψik(zik)
ψi

After several simple manipulations, the inequality can be rewritten
as ,  where .  If

,  the  inequality  can  be  rewritten  as .  In  line
with the above analysis, it  is clear that  is bounded. By Barbalat’s
Lemma,  can converge to zero as  and it is uniformly contin-
uous. In addition,  is unbounded only if  is unbounded. How-
ever,  we  have  analyzed  the  boundedness  of ,  there-
fore,  becomes unbounded cannot occur.

Simulation: In  this  section,  the  authors  will  verify  the  effective-
ness  for  proposed  leader-following  optimal  formation  control  algo-
rithm through numerical simulations.

The  simulation  results  are  displayed  in Figs. 1 and 2.  The  refer-
ence  trajectory  and  the  four  agents’ trajectories  without  obstacle
avoidance  are  plotted  in Fig. 1.  It  is  obvious  that  formation  control
has  been  realized  but  this  control  scheme  cannot  achieve  formation
obstacle avoidance. Fig. 2 shows the trajectories of reference trajec-
tory  and  agents  with  obstacle  avoidance.  Compared  with Fig. 1,
Fig. 2 shows  that  the  control  method  realizes  obstacle  avoidance  in
formation  process.  Clearly,  all  tracking  errors  in  the  system  are
bounded and the  optimal  formation  control  with  obstacle  avoidance
is achieved.
 

Agent 1
Agent 2
Agent 3
Agent 4
ReferenceTi

m
e 

(s
)

30
25
20
15
10
5
0

15 10 5
−5−10−15 −50 0 50

xi1
xi2

100 150 200
0

 
Fig. 1. Trajectories of the leader and agents without obstacle avoidance.
 

From  these  simulation  results,  it  can  be  determined  that  required
formation  pattern,  obstacle  avoidance  among  the  followers  can  be
ensured to accomplish desired control objectives.

Conclusion: This  letter  has  explored  the  adaptive  optimal  forma-
tion  control  design  problem for  a  class  of  second-order  MASs  with
obstacle  avoidance.  By  using  the  Lyapunov  function,  it  has  been
proved  that  the  control  systems  are  stable.  The  simulation  results
have  been  given  to  illustrate  the  effectiveness  of  the  proposed  con-
trol  methods.  In  the  future,  we  will  study  the  connectivity  mainte-
nance problem under the premise of obstacle avoidance.
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