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   Dear Editor,

This letter is concerned with visual feedback disturbance rejection
control for an amphibious bionic stingray subject to actuator satura-
tion with internal  and external  disturbances.  A visual  feedback con-
trol method is designed for a dynamic nonlinear system on yaw angle
of  the  amphibious  bionic  stingray  via  a  finite-time  extended-state-
observer,  which is  proved to  achieve finite-time stability  via  a  Lya-
punov method. Finally, simulation results verify the effectiveness on
the visual feedback control method.

With the development of  science and technology,  various unman-
ned equipment  are  widely used and developed in  military,  civil  and
other fields [1]. Many underwater or surface unmanned vehicles are
developed to  show important  application  prospects  in  marine  moni-
toring,  logistics  support,  marine  agriculture,  [2]  and  [3],  etc.  Many
researchers draw inspiration from natural biological fish for develop-
ing  variety  of  bionic  autonomous  surface  or  underwater  vehicles,
such as bionic tuna [4], bionic manta ray [5], etc. We also designed
and  produced  an  amphibious  bionic  stingray  in  [6]  based  on  fluid-
structure  interaction  simulation  results.  Like  most  surface  or  under-
water  vehicles,  realizations  of  expectation  control  in  complex  and
uncertain dynamic environment is an important premise for its practi-
cal applications [7].

To realize precise control of controlled plant, disturbance-rejection
control methods are adopted by many researchers to deal with uncer-
tain dynamic environment or imprecise system model [8]. Among the
existing  disturbance-rejection  control  methods,  extended-state-
observer-based  control  is  one  to  estimating  both  total  disturbances
and  unknown  system  states  with  the  least  information  on  the  con-
trolled  plant  [9].  Extended-state-observer  is  proposed  by  Han  [10],
which is  successfully  applied in  bionic  caudal  fin  [11],  autonomous
surface  vehicle  [12]  and  so  on.  A  major  difference  between  these
control  methods  is  that  different  proofs  and  designs  for  extended-
state-observers.  Furthermore,  collection,  feedback and processing of
visual  information  provides  a  convenient  way  to  realize  some
autonomous motion controls for bionic autonomous surface or under-
water  vehicles  [13].  Moreover,  actuator  saturation  is  an  important
consideration  in  robot  control  system  [14].  Therefore,  it  is  inter-
esting and challenging to design an appropriate method for realizing
visual  feedback  control  using  extended-state-observer  for  the  desi-
gned amphibious bionic stingray subject to actuator saturation.

Consider  above  descriptions,  this  letter  mainly  focuses  on  mode-
ling, control method design, stability analysis and simulation verific-
ation  for  the  amphibious  bionic  stingray.  The  main  contribution  of
this letter are outlined as: 1) An amphibious bionic stingray is intro-
duced and a dynamic system on yaw angle is established. 2) A finite-
time  extended-state-observer  proved  by  Lyapunov  method  is
designed  to  estimate  total  disturbances  in  the  dynamic  system.  3)
Controller  integrated  error  feedback  and  disturbance  rejection  com-
pensation is designed and analyzed under actuator saturation restric-
tion.

Bionic  stingray  modeling: According  to  biological  observations
and  fluid-structure  interaction  simulation  studies,  an  amphibious
bionic stingray is  designed and fabricated in [6],  which is  shown in
Fig. 1 with  main  structural  components.  Through  the  innovative
design of screw-type drive shafts, array-type fin surfaces can realize
undulating bionic motion on stingray under driving actions of micro
motors. Using the visual module integrated in the amphibious bionic
stingray  front-end,  visual  feedback  motion  control  can  be  achieved
by communication and control module.
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Fig. 1. Amphibious bionic stingray with main structural components.
 

:

The  amphibious  bionic  stingray  can  be  used  as  surface  or  under-
water  vehicles  by  different  balance  of  gravity  and  buoyancy.  Recti-
linear  and  rotary  motions  can  be  realized  by  adjusting  speed  and
steering of two micro motors. It is worth noting that athletic abilities
of  the  amphibious  bionic  stingray  is  limited  by  its  actuator,  it  takes
2.8  s  for  the  amphibious  bionic  stingray  to  complete  90°  rotation.
Moreover,  tracking  control  schematic  diagram  is  depicted  in Fig. 1
for  yaw  angle  between  a  specific  target  and  the  amphibious  bionic
stingray. In this letter,  only tracking control of yaw angle is consid-
ered  temporarily  for  the  amphibious  bionic  stingray,  which  is
expressed as the following dynamic model
 

θ̇(t) = ω(t), mθω̇(t) = Tu(t)+Tn(t)+Td(t) (1)
mθ θ(t)
ω(t) Tn(t)

Td(t) Tu(t)

Tu/mθ = gu(t)
u(t)

u(t)

where  is the mass containing hydrodynamic mass,  is the yaw
angle,  is the yaw angular speed,  is used to indicate unmod-
eled dynamics,  represents the external disturbances,  is the
control input which can be adjusted by speed difference of two micro
motors  for  the  amphibious  bionic  stingray.  Letting ,
where  is  the  voltage  signal  difference  between  two  driving
motors, which realizes different motor speeds to achieve yaw motion
for  the  amphibious  bionic  stingray, g is  the  gain  on .  Then,  the
dynamic model (1) is further written as below:
 

θ̇(t) = ω(t), ω̇(t) = To(t)+ ĝumsat(u(t)) (2)
ĝ um

u(t) sat(u(t)) = sign(u(t))min{|u(t)|/
um,1} To(t) = g̃u(t)+ (Tn(t)+Td(t))/mθ

g̃ = g− ĝ

To(t) < ∆1
∆1

where  is  the  adjustable  parameter  as  a  gain  estimate  value,  is
the  positive  saturation  limit  of , 

,  represents  the  total  distur-
bances  with .  It  is  worth  mentioning  that  the  total  distur-
bances  usually  is  considered  derivative  bounded  in  extended-state-
observer-based  control  methods  [10]–[12].  Therefore,  is
satisfied with  is a positive constant.

Control method: A schematic diagram is shown in Fig. 2 for the
control method proposed in this letter, which is mainly composed of
a  yaw  angle  image  recognition  algorithm,  a  finite-time  extended-
state-observer and a error  feedback controller  under actuator  satura-
tion. Using the visual module shown in Fig. 1, the yaw angle can be
obtained for the amphibious bionic stingray by digital image process-
ing technology, and its solution process is displayed in Algorithm 1.
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Algorithm 1 Yaw Angle Image Recognition Algorithm

YCbCr
1:  Image  frame  capture  of  video  streaming,  image  denoising  and

conversion to  color space.
2: Image binarization process using predetermined thresholds.
3: Morphological operations on erosion, dilation and hole filling.
4: Connected region extraction, center of gravity determination.

θd(tk)5: Calculate yaw angle  using center of gravity coordinates.

θd(tk)As shown in the yaw angle calculation diagram in Fig. 2,  is
the yaw angle calculated from image frame
 

θd(tk) = arctan
(

tan(φ/2)ϵ
ε

)
(3)

ϵ

θd(tk)

where  is  the  distance  between  the  center  of  gravity  on  target  and
the  center  in  the  current  image  frame, ε is  the  half  length  of  image
frame, φ the  fixed viewing angle  of  the  visual  module.  Considering
the lack of image, calculation time and other problems during image
recognition,  the  value  of  cannot  be  obtained  continuously  or
has  a  longer  time  interval.  By  a  tracking  differentiator  designed  in
[10], a continuous yaw angle tracking trajectory can be obtained as
 

ω̄(t) = ˙̄θ(t) = fhan(θ̄(t)− θd(tk), θ̄(t),γv,γ f ) (4)
θ̄(t) θd(tk)

fhan(·) θ̄(t)
ω̄(t) γv γ f

θ̄(t)
θ(t)

where  is  the  tracking  trajectory  of ,  the  expression  on
 is introduced in [10], the differential signal of  is expressed

as ,  and  are velocity regulation factor and filter regulation
factor, respectively. In this letter,  calculated by the tracking dif-
ferentiator  (4)  is  regard  as  the  yaw angle  in  the  dynamical  sys-
tem (2).  To  estimate  the  total  disturbances  in  the  dynamical  system
(2), a finite-time extended-state-observer is designed as follows:
 

˙̂θ(t) = ω̂(t)−α1 f1(t)
˙̂ω(t) = T̂o(t)−α2 f2(t)+ ĝumsat(u(t))
˙̂To(t) = −α3 f3(t)

(5)

α1 α2 α3 f1(t) f2(t)
f3(t) θ̂(t) ω̂(t)

T̂o(t) θ(t) ω(t) To(t)

where ,  and  are  adjustable  positive  parameters, , 
and  are  functions concerning observation errors, ,  and

 are  observed  values  of ,  and ,  respectively.  An
observation  error  system  is  obtained  by  the  finite-time  extended-
state-observer (5) and the dynamical system (2) as below:
 

ėθ(t) = eω(t)−α1 f1(t)
ėω(t) = eT (t)−α2 f2(t)
ėT (t) = −α3 f3(t)− Ṫo(t)

(6)

eθ(t) = θ̂(t)− θ(t) eω(t) = ω̂(t)−ω(t) eT (t) = T̂o(t)−To(t)

eω(t) = ėθ(t)+α1 f1(t) eT (t) = α2 f2(t)+α1 ḟ1(t)+ ëθ(t)
ėθ(t) ëθ(t) fi(t) i =

1,2,3 f1(t) = eθ(t)+ |eθ(t)|δsign(eθ(t)) f2(t) = eω(t)+
|eω(t)|δsign(eω(t)) f3(t) = eT (t)+ |eT (t)|δsign(eT (t))+ sign(eT (t))

0 < δ < 1

where ,  and .
Using  a  finite-time  convergent  differentiator  designed  in  [15],

 and  can be ob-
tained  by  calculating  and .  Then,  functions  with 

 are  designed  as , 
 and 

with . The observation error system (6) is further written as
 

Ė(t) = AE(t)+B|E(t)|δ +CṪo(t)−α3Csign(eT (t)) (7)
B = diag{α1sign(eθ(t)), α2sign(eω(t)), α3sign(eT (t))} E(t) = eθ(t)

eω(t)
eT (t)

 A =

 −α1 1 0
0 −α2 1
0 0 −α3

 C =

 0
0
1


where , 

, , .

0
For yaw angle tracking control of the amphibious bionic stingray,

both desired angle and angular velocity are , on basis of the finite-
time extended-state-observer (5), a tracking error feedback controller

is designed under actuator saturation as follows: 

u(t) = u0(t)− T̂o(t)ĝ−1u−1
m (8)

u0(t) = ĝ−1(β1θ(t)+β2ω(t)) β1 β2
u0(t) = ĝ−1Fcϑ(t) Fc =

[β1 β2] ϑ(t) = [θ(t) ω(t)]T

where  with ,  are  two  adjustable
parameters,  which  can  be  expressed  as  with 

 and .
Stability analysis: Two theorems are derived to prove the stability

of the dynamic systems (2) under the proposed control method of this
letter. For obtaining stability results, a lemma is reviewed first.

xl(t) =Glxl(t)+ Jlsat(Flxl(t))
x(t) ∈ Rn×1 Gl + JlFl xl(t) ∈ Φ(Hl) Φ(Hl) ≜
{xl(t) : |Hlxl(t)| ≤ 1}

Lemma  1  [16]:  For  a  system  with
 and  is  Hurwitz.  If  with 

, then, one has that
 

sat(Flxl(t)) =
2∑

i=1

ηi(σiFl + σ̄iHl)xl(t) (9)

σi σ̄i {0,1} σi + σ̄i = 1
0 ≤ ηi ≤ 1

∑2
i=1 ηi = 1 Vl(t) =

xT (t)Qlx(t) Ql V̇l(t) < 0
x(t) ∈ Θ(Ql,ϱl) Θ(Ql,ϱl) = {x(t) : Vl(t) ≤ ϱl}

Θ(Ql,ϱl)

where  and  are  elements  of  a  sat  with ,
 and .  There  is  a  Lyapunov  function 

 with  a  positive-definite  matrix ,  if  for  all
 with  an  ellipsoid ,  then

the ellipsoid  is a strictly invariant set.

α1 > 0 α2 > 0 α3 > ∆1
E(t)

Theorem  1:  For  the  observation  error  system  (7),  if  there  are
adjustable  parameters ,  and  in  the  finite-time
extended-state-observer (5), then the observation error  converge
to null matrix in finite-time.

Proof:  A  function  satisfying  the  Lyapunov  conditions  is  con-
structed for the observation error system (6) as follows:
 

Ve(t) = ET (t)PE(t) (10)
taking derivative of the Lyapunov function (10), one has that
 

V̇e(t) = (Ṫo(t)−α3sign(eT (t)))(CT PE(t)+ET (t)PC)

+ET (t)(AT P+PA)E(t)

+ |ET (t)|δBT PE(t)+ET (t)PB|E(t)|δ. (11)
α1

α2 α3 AT P+PA = −N
Ṫo(t)

α3 α3 > Ṫo(t) Ve(t)

According to the expression A, there are appropriate parameters ,
 and  to make the expression  hold on, with N is

the positive definite matrix. Because  is bounded, the parameter
 can be adjusted to . Therefore, the derivative of  is

further derived as
 

V̇e(t) ≤ −ET (t)NE(t)−2||DP
1−δ

2 |||ET (t)| 1+δ2 P
1+δ

2 |E(t)| 1+δ2

≤ −2||DP
1−δ

2 ||V
1+δ

2
e (t), (12)

D = diag{α1,α2,α3}where . According to the finite-time stability the-
ory  as  in  [17],  convergence  time  is  satisfied  with  the  following
inequality for the finite-time extended-state-observer (5):
 

te ≤ V
1−δ

2
e (t0)/

(
(1−δ)||DP

1−δ
2 ||

)
(13)

Ve(t0) Ve(t)where  represents the initial time of the function , which is
related to the initial value of the observation errors. ■

ϑ(t) ∈ Θ(Qc,ϱc) ≜ {ϑ(t) : ϑT (t)×
Qcϑ(t) ≤ ϱc} Hc ∈ R1×2

Theorem 2:  Consider  the  dynamic  systems  (2)  under  the  tracking
error  feedback  controller  (8),  for  all 

, if there is a row vector  such that
 

(Gc + JcS c)T Qc +Qc (Gc + JcS c) < 0 (14)
 

Θ(Qc,ϱc) ⊂ Φ(Hc) ≜ {ϑ(t) : |Hcϑ(t)| ≤ 1−∆2} (15)
S c =

∑2
i=1 ηi(σiFc + σ̄iHc) Θ(Qc,ϱc)

∆2
1 > ∆2 > ∆1u−1

m ĝ−1 ĝ > ∆1u−1
m

with , then the ellipsoid  is a con-
tractively  invariant  set  with  constant  is  satisfied  with

, which requires  hold on.
ĝ ĝ > ∆1u−1

mProof:  When parameter  is  satisfied with ,  the tracking
error feedback controller (8) is derived as
 

sat(u(t)) = sat (u0(t))− T̂o(t)u−1
m ĝ−1 (16)

sat(u0(t)) = sign(u0(t))min{|u0(t)|/um,1−∆2}where .  The  dynamic
systems (2) is further written as
 

ϑ̇(t) =Gcϑ(t)+ JceT (t)+ Jcsat(u0(t)) (17)

Jc =
[
0 1

]T
Gc =

[
0 1
0 0

]
where , .  A  function  satisfying  the  Lyapu-

nov conditions is constructed for the dynamic systems (2) as
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Fig. 2. Schematic diagram on visual feedback control method.
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Vc(t) = ϑT (t)Qcϑ(t). (18)
According to the theorem condition (15) and the Lemma 1, the fol-

lowing inequality hold on:
 

sat(u0(t)) ≤
2∑

i=1

ηi(σiFc + σ̄iHc)ϑ(t). (19)

eT (t)
Ve(t)

By Theorem 1,  can converges to 0 in finite-time, the deriva-
tive of  is derived based on (19) as
 

V̇c(t) ≤ ϑT (t)(Gc + JcS c)T Qc +Qc(Gc + JcS c)ϑ(t). (20)
ϑ(t) ∈ Θ(Qc,ϱc) V̇c(t) < 0
Θ(Qc,ϱc)

Therefore, for all ,  via condition (14) and
(15), which means  is a contractively invariant set. ■

θd(tk) 60◦
0.01 s T0 = sin(πt)

γv = 20
γ f = 0.02 α1 = 16 α2 = 8

α3 = 1 δ = 0.9
β1 = −6 β2 = −8 ĝ = 1 um = 1

θ(t) 0◦
0◦

θ̄(t)
θ(t)

θ̂(t) θ(t)

θ̄(t) θ̂(t)
θ(t)
ω(t)

ω̄(t) ω̂(t)
θ(t)

Simulation  studies: To  verify  effectiveness  of  the  proposed  yaw
angle tracking control method, a simulation is carried out using Mat-
lab software. In this simulation, initial yaw angle  is set to ,
sampling  step  is ,  the  total  disturbances  is  set  as ,
parameters  on the proposed control  method are  adjusted as: 
and  in  the  tracking  differentiator  (4), , ,

 and  in  the  finite-time  extended-state-observer  (5),
, ,  and  in  the  tracking  error  feedback

controller (8). Simulation results are shown in Figs. 3 and 4 under the
adjusted  parameters.  The  amphibious  bionic  stingray  is  expected  to
track a target by adjusting its yaw angle, therefore, the yaw angle is
regulated to an origin in the simulation. As shown in the Fig. 3,  the
yaw angle  can smoothly approach , which means that the yaw
angle  gradually  decreases  to  between  the  amphibious  bionic
stingray and the hypothetical target.  is the tracking trajectory of
the  yaw  angle ,  which  is  obtained  by  the  tracking  differentiator
(4).  is  the  observed  values  of  the  yaw  angle ,  which  is
obtained by the finite-time extended-state-observer (5). According to
the  simulation  results  shown  in  the Fig. 3,  both  and  can
accurately follow the yaw angle . Similar results are shown in the
Fig. 4 for  the  yaw  angular  speed  of  the  amphibious  bionic
stingray. Both  and  can also accurately follow the yaw angle
speed . Simulation results verify the effectiveness of method pro-
posed  visual  feedback disturbance  rejection  control  method in  deal-
ing with yaw angle control for the amphibious bionic stingray under
actuator saturation.
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Fig. 3. Yaw angle simulation of the amphibious bionic stingray.
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Fig. 4. Yaw angular speed simulation of the amphibious bionic stingray.
 

Remark 1: In this letter, limited by physical conditions of our labo-
ratory and amphibious bionic stingray prototype, effectiveness of the
proposed  control  method  can  only  be  verified  by  simulation  at
present.  In  the  future,  physical  visual  feedback  control  experiment
will be considered to implement for the amphibious bionic stingray.

Remark 2: In this letter, a sinusoidal function is used to set as the
total disturbances in the simulation. Because the total disturbances of
the  amphibious  bionic  stingray  in  actual  motion  control  is  complex
and  unknown,  some  functions  are  usually  selected  to  represent  the
total disturbances in simulations for verifying the possibility of con-

trol methods such as sinusoidal function [8], [11].
Conclusion: In this letter, modeling, control method design, stabil-

ity analysis and simulation verification have been carried out for an
amphibious bionic stingray. The control method includes a yaw angle
image  recognition  algorithm,  a  finite-time  extended-state-observer
and a  feedback  controller  under  actuator  saturation,  and  its  stability
has been proved via Lyapunov techniques.
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