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   Abstract—This paper studies the connectivity-maintaining con-
sensus of multi-agent systems. Considering the impact of the sens-
ing  ranges  of  agents  for  connectivity  and communication energy
consumption,  a  novel  communication  management  strategy  is
proposed  for  multi-agent  systems  so  that  the  connectivity  of  the
system can be maintained and the communication energy can be
saved. In this paper, communication management means a strat-
egy  about  how  the  sensing  ranges  of  agents  are  adjusted  in  the
process  of  reaching  consensus.  The  proposed  communication
management in this paper is not coupled with controller but only
imposes  a  constraint  for  controller,  so  there  is  more  freedom  to
develop an appropriate  control  strategy for  achieving consensus.
For the multi-agent systems with this novel communication man-
agement,  a  predictive  control  based  strategy  is  developed  for
achieving  consensus.  Simulation  results  indicate  the  effectiveness
and advantages of our scheme.
    Index Terms— Consensus,  energy-saving,  multi-agent  system,  pre-
dictive control.
  

I.  Introduction

THIS paper  investigates  the  connectivity-maintaining  con-
sensus of multi-agent systems. A multi-agent system con-

sists of multiple autonomous agents, and in a multi-agent sys-
tem, one agent can communicate with other agents through a
communication network so as to cooperate in achieving a task
or  a  desirable  collective  behavior.  As  a  collective  behavior,
consensus means that the states of the agents can change from
different initial states to common final states [1].

Consensus  of  multi-agent  systems  is  widely  studied  in  the
last  decades  [2]–[7],  and  it  is  still  a  hot  issue,  for  instance,
recently many scholars have considered the case that there is a
leader in the multi-agent  system, which leads to the studying
of the leader-following consensus [2]–[4]. The research results
of  consensus  have  many potential  impacts  on  different  fields
[8]–[12]  like  flocking  control,  formation  control,  multi-robot

systems and multi-vehicle systems.
In  the  studying  of  the  consensus  of  multi-agent  systems,

most  of  the  work  is  done  without  considering  the  impact  of
the  sensing  ranges  of  agents.  In  this  paper,  sensing  ranges
indicate  the  communication  capacities  of  agents.  One  agent
can only sense other agents within its sensing range. If consid-
ering the impact of the sensing ranges of agents in the process
of reaching consensus, then there will lead to a research prob-
lem,  the  consensus  with  connectivity  maintenance  problem.
This class of the consensus problem can also be called as con-
nectivity-preserving consensus problem or connectivity-main-
taining consensus problem. Differently from the general con-
sensus  problem,  this  problem  not  only  requires  that  the  sys-
tem  can  finally  achieve  consensus,  but  also  requires  that  the
connectivity maintenance can be guaranteed in the whole pro-
cess  of  reaching  consensus.  Here  connectivity  maintenance
means that throughout the process of reaching consensus, the
initial communication topology of multi-agent systems can be
maintained.

For the research about the connectivity-maintaining consen-
sus  problem of  multi-agent  systems  in  literature,  most  of  the
work  focuses  on  how  to  realize  that  the  mutli-agent  system
can achieve consensus under the condition that the communi-
cation capacity is  not enough, or it  can be said that  the sens-
ing  ranges  of  agents  are  limited  and  fixed  [13]–[16].  Simi-
larly with these previous works that both consider the impact
of  the  sensing  ranges  of  agents,  however,  the  work  in  this
paper considers the condition that the communication capabil-
ity is enough and the sensing ranges of agents are adjustable.
The  reason  for  this  work  lies  in  the  consideration  of  energy
saving.  Reference  [17]  shows  that  there  is  a  relationship
between  the  sensing  range  and  the  communication  energy
consumption, a larger sensing range will consume more com-
munication  energy.  Since  the  distance  between  agents  has  a
downward trend throughout the process of achieving consen-
sus, there is no need for agents to keep the initial  large sens-
ing ranges. With variable sensing ranges, agents in the system
can consume less communication energy.

There  have  been  two  related  works  [18],  [19]  in  this  area.
The sensing range adjustment strategy and the corresponding
control  strategy  are  designed  for  the  systems  with  the  first-
order  dynamics  and  the  second-order  dynamics  respectively.
By the method in literature, the connectivity of agents can be
maintained  and  the  system  can  achieve  consensus,  and  the
simulation  results  indicate  that  communication  energy  is
saved  throughout  the  whole  process.  However,  there  are  two
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shortcomings  in  above  works.  Firstly,  the  control  perfor-
mance of  the  designed control  method in  the  literature  is  not
good,  which  causes  the  communication  range  of  agents  to
remain at large values for a long time, and thus there is much
communication  energy  consumed.  Secondly,  the  strategy
about  adjusting  the  sensing  ranges  of  agents,  or  called  com-
munication management in [18], is developed based on a spe-
cific  control  strategy,  and  the  communication  management
also needs to be redesigned if control strategy changes.

In  order  to  meet  the  needs  of  generality,  it  is  supposed  to
develop  a  novel  communication  management  strategy  which
can be compatible with different control strategies. In order to
consume less  communication  energy  in  the  whole  process,  it
is supposed to develop a novel control strategy that is compat-
ible with the designed communication management strategy.

In this paper,  a novel communication management strategy
is developed and this novel communication management strat-
egy is not associated with a specific control input, but with the
states  of  agents,  which  gives  more  freedom  to  develop  an
appropriate  control  strategy  to  achieve  consensus  with  this
novel  communication  management.  Meanwhile,  considering
the  good  performance  of  predictive  control  based  strategy  in
[20]–[24],  a  predictive control  based strategy is  developed in
this paper for the multi-agent systems with the novel commu-
nication  management  strategy.  It  is  noted  that  the  scheme  in
this  paper  considers  the  impact  of  the  sensing  ranges,  and
achieves the connectivity-maintaining consensus, which is dif-
ferent from the aforementioned predictive control based strat-
egy for consensus in literature that not considering the impact
of  the  sensing  ranges.  By  the  scheme  in  this  paper,  the  con-
nectivity-maintaining consensus is achieved, and the commu-
nication energy is saved in the whole process. It is also noted
that compared with the scheme in [19], by the scheme in this
paper, the system consumes less communication energy while
achieving the connectivity-maintaining consensus.

Some of the results of this work have appeared in the con-
ference  version  [25].  Differently  from  the  early  conference
version,  in  this  paper,  we complete  and supplement  the main
results  part  to  perfect  the  theoretical  details  of  our  scheme,
meanwhile, we supplement the simulation part and add a new
simulation  that  compared  to  related  work  in  [19]  to  indicate
the  advantages  of  our  scheme  and  then  further  to  verify  the
effectiveness of our scheme. Meanwhile, we have also modi-
fied  other  parts  to  make  our  work  more  detailed,  more  spe-
cific  and clearer.  In  summary,  this  paper  is  the  modified and
completed version of our work.

The remainder is then structured as follows: Section II is the
part for the preliminaries and problem formulation, in this sec-
tion,  some  necessary  preliminaries  and  the  control  objective
will be stated. Section III presents our main results, including
the design of the communication management strategy and the
design of  predictive  control  based strategy.  Section  IV is  the
simulation  part,  an  example  is  presented  to  verify  the  effec-
tiveness and advantages of our scheme. And Section V is the
conclusion part.  

II.  Preliminaries and Problem Formulation

In  this  section,  some  mathematical  notations  used  in  this

N
N+ R

R+ Rm

Rm×n

m×n In
⊗

v ∈ Rm

Q ∈ Rm×m ||v|| ||v|| = (vT v)1/2 ||v||Q
||v||Q = (vT Qv)1/2

paper are firstly denoted. Denote  as the natural numbers set,
and  as  the  positive  natural  numbers  set.  Denote  as  the
real  numbers  set,  as  the  positive  real  numbers  set,  as
the m-dimensional  real  column  vectors  set,  and  as  the

-dimensional real matrices set. The symbol  denotes n-
dimensional  identity  matrix,  and  the  symbol  denotes  the
Kronecker product.  For a column vector  and a matrix

,  is denoted as  and  is denoted
as .

Consider  a  multi-agent  system  consisting  of n agents  with
the discrete-time second-order dynamics (1)
 

qi(k+1) = qi(k)+T pi(k)+
T 2

2
ui(k)

pi(k+1) = pi(k)+Tui(k), i = 1, . . . ,N (1)
qi(k) ∈ Rm pi(k) ∈ Rm ui(k) ∈ Rmwhere , , and  denotes the posi-

tion  state,  velocity  state,  and  control  input  of  the  agent i at
time instant k, respectively, and T is the sampling period.

The  dicrete-time  second-order  dynamics  (1)  is  obtained  by
discretizing  the  following  continuous-time  double-integrator
dynamics with zero-order hold (ZOH) [23]:
 

ẋi = vi, v̇i = ui, i = 1,2, . . . ,N. (2)

G = {V,E,A}
V = {1,2, . . . ,n} E ⊆ {(i, j) : i, j ∈ V, i , j}

A = [ai j] ∈ Rn×n V

( j, i) ∈ E ai j = 1
ai j = 0 Ni = { j ∈ V : ( j, i) ∈ E}

Ni

Ni |Ni| L =
[
li j
]
∈ Rn×n

li j =
∑n

k=1 aik j = i li j = −ai j

j , i K(G) = [ki j] ∈ Rn×n

ki j =
1

1+|Ni | j ∈ Ni i = j ki j = 0

The communication topology of the multi-agent system can
be  described  by  a  directed  graph  with  the  ver-
tex set ,  the  edge set 
and the  adjacency matrix .  The vertex set 
is  a set  containing all  agents in the system, if  the agent i can
sense the states of agent j, then there are  and ;
else .  We  denote  as  the  neigh-
bors set of the agent i, agent i can obtain the information from
the agents contained in the neighbors set ,  and the number
of agents in  is denoted by . And  is the
Laplacian matrix with ,  if ,  and ,  if

.  We  also  denote  as  the  communic-
ation matrix with , if  or ; else, .

i ∈ V
j ∈ V j , i

(i,v1), (v1,v2), . . . , (vs−1,vs), (vs, j) vt ∈ V

It  is  said  that  there  exists  a  directed  spanning  tree,  if  and
only if there exists a root vertex agent , such that for all
agents  and ,  there  exists  an  edges  sequence

, .

si(k)
S i(k) = { j ∈ V : ||q j(k)−qi(k)|| ≤ si(k)}

Meanwhile, the sensing range of agent i at time instant k is
denoted by , and the sensing set of agent i at time instant
k is denoted by .

si(k)

si(k)

It  is  noted that  the sensing range  is  not  a  fixed value,
which is  different  from [13].  In  this  paper,  the  sensing range

 is  time-varying,  and the  value  is  determined by  a  novel
communication management strategy, which is different from
[18], [19].

limk→∞ ||q j(k)−qi(k)|| = 0 limk→∞ ||p j(k)−
pi(k)|| = 0 Ni ⊆ S i(k) i ∈ V

Definition 1: The multi-agent system with the dynamics (1)
is  said  to  achieve  the  connectivity-maintaining  consensus  if
and  only  if , 

 and  holds for all agent  at any time
instant k.

Based on the Definition 1, then the control objective in this
paper can be summarized as follows:

i ∈ V j ∈ Ni
si(k) ui(k)

For  all  agent , ,  design  both  the  time-varying
sensing range , and the control input , such that 
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Ni ⊆ S i(k), k ∈ N+

lim
k→∞

||q j(k)−qi(k)|| = 0

lim
k→∞

||p j(k)− pi(k)|| = 0. (3)

si(k)

ui(k)

In this paper, the varying sensing range  is designed by
a novel communication management strategy, and the control
input  is designed by a predictive control based strategy.  

III.  Main Results

si(k)
Ni ⊆ S i(k)
ui(k)

In this  section,  our scheme that  achieves the control  objec-
tive (3) will be presented. The key idea in our scheme is that
the  time-varying sensing range  is  designed to  guarantee
the connectivity,  that is,  to guarantee that  holds at
any  time  instant k,  and  the  control  input  is  designed  to
make  the  system  reach  consensus.  Our  main  results  will  be
presented in the following two subsections.  

A.  Communication Management Strategy
The “Communication  management” in  this  paper  means  a

strategy about how to adjust the sensing ranges of agents in a
multi-agent  system,  and  this  name  is  quoted  from  [18].  The
design idea of the communication management strategy is that
the update of the sensing range value is supposed to be earlier
than  the  time  of  information  acquisition,  and  the  previously
determined sensing range value is always larger than the dis-
tance  between  the  agent  and  its  neighbor,  which  means  that
the  connectivity  maintenance  can  be  guaranteed.  The  impact
of  the  communication  management  will  be  introduced  with
Fig. 1.
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Fig. 1.     The impact of the communication management.
 

In Fig. 1(a), there is a directed topology of a four-agent sys-
tem,  the  relation  between  two  agents  is  represented  by  the
arrow, and the direction of the arrow indicates the direction of
the information transmission. For example, the arrow from the
agent 4 to the agent 1 represents that the agent 1 can sense the
agent 4, and it can also be said that the agent 1 can obtain the
information from the agent 4. The sensing range of the agent 1
is  represented  by  the  big  circle.  With  the  communication
topology  in Fig. 1(a),  the  agent  1  can  obtain  the  information
from all other agents.

However,  if  there  is  no  consideration  about  the  sensing
range,  a  situation  in Fig. 1(b)  could  happen.  In Fig. 1(b),  the

distance between the agent 4 and the agent 1 is larger than the
sensing range of the agent 1, which means that agent 1 can not
obtain  the  information from the  agent  4,  and the  initial  com-
munication  topology  is  broken.  With  the  communication
topology in Fig. 1(b),  the multi-agent system can not achieve
consensus.

The communication management is a strategy that can guar-
antee  the  connectivity  of  the  system  topology.  In Fig. 1(c),
with  the  communication  management  strategy,  the  sensing
range of  the  agent  1  can be  changed to  a  larger  value  before
the situation in Fig. 1(b) happens, such that the connectivity of
system topology can be guaranteed.

Consider  the  fact  that  the  distance  between  agents  has  a
downward  trend  throughout  the  process  of  reaching  consen-
sus. Then the sensing range of the agent 1 can be changed to a
smaller  value  with  the  communication  management  strategy
just like that shown in Fig. 1(d), since a smaller sensing range
can  also  meet  the  need  of  communication  and  further  a
smaller sensing range can save more communication energy.

Assumption 1: The sensing range of every agent in a multi-
agent system can be adjusted to a given value, and the maxi-
mum adjustable sensing range of every agent in a multi-agent
system  is  large  enough  such  that  the  adjusted  value  never
exceeds the maximum adjustable value.

Remark 1: Reference [17] shows that there is a relationship
between the sensing range and the power of the power ampli-
fier  in  a  sensing  device,  and  the  adjustment  of  the  sensing
range  can  be  realized  by  the  adjustment  of  the  power  of  the
power amplifier.

Remark 2: In Assumption 1, the maximum adjustable sens-
ing  range  is  determined  by  the  actual  physical  constraint.  It
can  be  observed  in  Assumption  1  that  the  maximum
adjustable sensing range is supposed to be large enough, such
that the adjusted value never exceeds the maximum adjustable
value.  It  is  noted  that  there  is  no  explicit  and  rigorous  crite-
rion for “large enough”, and the judgment for “large enough”
is  supposed  to  be  combined  with  the  actual  physical  con-
straints and the specified task, and here we provide a case as
an  intuitive  explanation.  Consider  a  rendezvous  task  for  a
multi-robot system, since the distance between a robot and its
neighbor  robot  is  gradually  closer  in  this  task  and  this  dis-
tance  is  smaller  than  the  initial  sensing  range,  and  the  initial
sensing range is not larger than the maximum adjustable sens-
ing  range,  we  can  consider  the  maximum  adjustable  sensing
range is large enough such that the adjusted value will not be
large than the maximum adjustable value. Certainly, if the ini-
tial sensing range is one or more orders of magnitude smaller
than the maximum adjustable sensing range, the judgment for
“large  enough” can  be  more  precise,  even  if  there  are  some
complicated factors, such as disturbances or obstacles, we can
still  consider  that  the  maximum  adjustable  sensing  range  is
large  enough.  However,  with  the  same  physical  constraints,
this “large enough” maximum adjustable sensing range possi-
bly is  not  large enough in formation task.  It  can be observed
that  the judgment for “large enough” is  supposed to be com-
bined  with  the  actual  physical  constraint  and  the  specified
task.
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Then based on the Assumption 1, the communication man-
agement strategy will be presented in the Theorem 1.

Theorem 1: Consider a multi-agent system with the second-
order  dynamics  (1),  and  if  there  is  a  control  input  constraint
denoted as
 

||ui(k)|| ≤ σ (4)
σ

si(k)
where  is a positive constant. Then the connectivity mainte-
nance can be guaranteed, if the sensing range  is updated
as
 

si(k+1)= max
j∈Ni(k)

{||q j(k)−qi(k)||+T ||p j(k)− pi(k)||+σT 2}. (5)

Ni ⊆ S i(k) i ∈ V

Proof: Based  on  the  Definition  1  and  the  control  objective
(3), to prove that the connectivity of the system can always be
maintained is to prove that  holds for all agent 
at any time instant k.

i ∈ V j ∈ Ni si(k) ≥ ||q j(k)−qi(k)||
si(k+1) ≥ ||q j(k+1)−qi(k+1)||

Then  the  following  proof  part  is  to  prove  that  for  agent
 and  agent ,  if  holds,  then

 also  holds  with  the  commun-
ication management strategy (5).

k+1
The design idea to maintain the connectivity is that between

time instant k and time instant , the change of the sensing
range  is  greater  than  the  change  of  the  distance  between  the
agent and its neighbors.

k+1
i ∈ V j ∈ Ni

Between time instant k and time instant , the change of
distance between agent  and agent  is denoted as
 

∆di j(k) = ||q j(k+1)−qi(k+1)|| − ||q j(k)−qi(k)|| (6)
∆di j(k) UP∆di j(k)

UP∆di j(k)
and the upper bound of  is denoted as , then
an  upper  bound  is  just  required  in  the  following
proof part, such that
 

si(k+1) = max
j∈Ni(k)

{||q j(k)−qi(k)||+UP∆di j(k)}

≥ ||q j(k)−qi(k)||+∆di j(k)

= ||q j(k+1)−qi(k+1)||. (7)
i jThe  positions  of  agent  and  agent  with  second-order

dynamics (1) can also be denoted as
 

qi(k+1) = qi(k)+
w (k+1)T

kT
pi(t)dt

q j(k+1) = q j(k)+
w (k+1)T

kT
p j(t)dt (8)

respectively.
Based on (8), then there is

 

∆di j(k) = ||q j(k+1)−qi(k+1)|| − ||q j(k)−qi(k)||

= ||q j(k)−qi(k)+
w (k+1)T

kT
(p j(t)− pi(t))dt||

− ||q j(k)−qi(k)||

≤
w (k+1)T

kT
||p j(t)− pi(t)||dt. (9)

i jSimilarly  with  (8),  the  velocities  of  agent  and  agent  in
the  multi-agent  system  with  second-order  dynamics  (1)  can
also be denoted as
 

pi(t) = pi(k)+ (t− kT )ui(k)

p j(t) = p j(k)+ (t− kT )u j(k) (10)

respectively.
||ui(k)|| ≤ σ

i ∈ V
Since there is a control input constraint  for agent

, based on (10), there are
 

||p j(t)− pi(t)|| ≤ ||p j(k)− pi(k)||
+ (t− kT )||u j(k)−ui(k)||
≤ ||p j(k)− pi(k)||+2σ(t− kT ) (11)

and
 

∆di j(k) ≤
w (k+1)T

kT
{||p j(k)− pi(k)||+2σ(t− kT )}dt

= T ||p j(k)− pi(k)||+σT 2. (12)
∆di j(k)Then  we  find  an  upper  bound  of ,  which  can  be

denoted as
 

UP∆di j(k) = T ||p j(k)− pi(k)||+σT 2. (13)
Based  on  (7),  then  the  communication  management  strat-

egy  can  be  designed  as  (5),  such  that  the  connectivity  of  the
system can always be maintained. ■

It is noted that from Theorem 1, it can be observed that the
proposed  communication  management  strategy  does  not
depend on a specified control strategy, but only has a demand
that  there  is  a  control  input  constraint  for  every  agent  in  the
multi-agent  system,  which  gives  more  freedom  to  develop  a
control strategy for finally achieving consensus.  

B.  Predictive Control Based Strategy
In  this  subsection,  a  predictive  control  based  strategy  is

designed  with  the  communication  management  strategy  pro-
posed in Theorem 1.

From Theorem 1,  it  can  be  found  that  for  the  system with
communication  management  strategy,  we  should  consider  a
control input constant (4) in the designing of the control strat-
egy. Then in this subsection, we will design a predictive con-
trol based strategy with the control input constraint (4).

Before  considering  the  control  input  constraint  (4),  we
firstly design a predictive control based strategy without con-
sidering the control input constraint (4).

i ∈ VFor agent , based on the dynamics (1) and our consen-
sus  objective,  we  firstly  construct  a  cost  function,  which  is
defined as
 

Ji(k) = Jq
i (k)+ Jp

i (k)+ Ju
i (k) (14)

where
 

Jq
i (k) = αi

Hp∑
l=1

||qi(k+ l|k)− rq
i (k+ l|k)||2

Jp
i (k) = βi

Hp∑
l=1

||pi(k+ l|k)− rp
i (k+ l|k)||2

Ju
i (k) =

Hu∑
l=1

||ui(k+ l−1|k)||2 (15)

Hp ∈ N+ Hu ∈ N+
Hp ≥ Hu ≥ 1

αi βi qi(k+ l|k)

where  denotes  the  prediction  horizon, 
denotes  the  control  horizon,  and  there  is .  The
scalar  and the  scalar  are  positive.  The vector ,
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pi(k+ l|k) ui(k+ l−1|k)

rq
i (k+ l|k)

rp
i (k+ l|k)

the  vector  and  the  vector  denotes  the
predicted  position  state,  velocity  state,  and  control  input,
respectively.  Similarly,  the  vector  and  the  vector

 denote  the  predicted  reference  states  that  will  be
defined later.

qi(k) ∈ Rm

pi(k) ∈ Rm ui(k) ∈ Rm i ∈ V
qi,e(k) ∈ R

qi(k) ∈ Rm pi,e(k) ∈ R
pi(k) ∈ Rm ui,e(k) ∈ R

ui(k) ∈ Rm

qi,e(k+ l|k) pi,e(k+ l|k) ui,e(k+ l−1|k) rq
i,e(k+ l|k) rq

i,e(k+
l|k) ∈ R

Consider  the  position  state ,  the  velocity  state
 and the control input  of agent  are

all m-dimensional, we denote  as the e-th element of
the position state , denote  as the e-th ele-
ment of the position state , and denote  as
the e-th element of the control input . Similarly, the
e-th  element  of  the  predicted  states  can  be  denoted  as

, , , , 
.

q̃e(k) p̃e(k)And we define  and  to collect the velocity infor-
mation and position information of all agents in the system on
the e-th dimension, respectively, as
 

q̃e(k) = [q1,e(k),q2,e(k), . . . ,qn,e(k)]T

p̃e(k) = [p1,e(k), p2,e(k), . . . , pn,e(k)]T (16)

rp
i (k+ l|k)

rq
i (k+ l|k)

then  the  predicted  velocity  reference  state  and  the
predicted position reference state  on the e-th dimen-
sion are defined as
 

rp
i,e(k+ l|k) = Ki(G) p̃e(k)

rq
i,e(k+ l|k) = Ki(G)q̃e(k)+ l ·T · rp

i,e(k+ l|k) (17)

Ki(G)with  the  communication  matrix  that  is  defined  in  Sec-
tion II.

Ji(k)
Ji(k) =

∑m
e=1 Ji,e

Ji,e(k)

Then the cost index  is decomposed in terms of dimen-
sions,  as ,  and similarly  with  the  construction
of the cost function (14), the cost index  can be denoted
as
 

Ji,e(k) = Jq
i,e(k)+ Jp

i,e(k)+ Ju
i,e(k) (18)

where
 

Jq
i,e(k) = αi

Hp∑
l=1

||qi,e(k+ l|k)− rq
i,e(k+ l|k)||2

Jp
i,e(k) = βi

Hp∑
l=1

||pi,e(k+ l|k)− rp
i,e(k+ l|k)||2

Ju
i,e =

Hu∑
l=1

||ui,e(k+ l−1|k)||2. (19)

By stacking, some vectors are denoted as
 

xi,e(k) = [qi,e(k), pi,e(k)]T

ri,e(k+ l|k) = [rq
i,e(k+ l|k),rp

i,e(k+ l|k)]T

ri,e(k) = [ri,e(k+1|k)T ,ri,e(k+2|k)T ,

. . . ,ri,e(k+Hp|k)T ]T . (20)

Then based on the dynamics (1), there is 

xi,e(k+1) = Axi,e(k)+Bui,e(k) (21)

A =

 1 T

0 1

 B =

 T 2

2

T

with , and .

xi,e(k+ l|k)And the new stacked predicted states  can be rep-
resented by
 

xi,e(k+ l|k) = Axi,e(k+ l−1|k)

+Bui,e(k+ l−1|k), l < Hu

xi,e(k+ l|k) = Axi,e(k+ l−1|k)

+Bui,e(k+Hu−1|k), l ≥ Hu. (22)
Then a new compact form is formulated as

 

Xi,e(k+1) = Pxxi,e(k)+PuUi,e(k) (23)
with
 

Xi,e(k+1) = [xi,e(k+1|k)T , xi,e(k+2|k)T ,

. . . , xi,e(k+Hp|k)T ]T (24)
 

Ui,e(k+1) = [ui,e(k|k)T ,ui,e(k+1|k)T ,

. . . ,ui,e(k+Hu−1|k)T ]T (25)
 

Pu =



B

AB
. . .

...
... B

AHu−1B · · · AB B
... · · ·

...
...

AHp−1 · · · AHp−Hu+1B
Hp−Hu∑

i=0
AiB


Px = col[A,A2, . . . ,AHp ]and .

Then there is
 

Ji,e(k) = ||Pxxi,e(k)+PuUi,e(k)− ri,e(k)||2Qi
+ ||Ui,e(k)||2 (26)

Qi = IHp ⊗ θi θi =

 αi

βi

where , with .

U∗i,e(k)
∂Ji,e(k)
∂Ui,e(k) = 0

And the optimal control input  can be obtained by cal-
culating , which is denoted as
 

U∗i,e(k) = −(PT
u QiPu+ IHu )

−1
PT

u Qi[Pxxi,e(k)− ri,e(k)]. (27)
U∗i,e(k)Usually  the  first  entry  of  is  selected  as  the  actual

control input signal, which is denoted as
 

u∗i,e(k|k) = −φi(Pxxi,e(k)− ri,e(k)) (28)

φi = S (PT
u QiPu+ IHu )−1PT

u Qi S = [1,0, . . . ,0] ∈
R1×Hu

with  and 
.

u∗i,e(k|k) u∗i (k|k)
u∗i (k|k)

Since  is the e-th element of , the optimal con-
trol input  can also be obtained by (28).

u∗i (k|k)

u∗i (k|k)

It  is  noted  that  by  (28),  the  optimal  control  input 
without  the  input  constraint  (4)  can  be  obtained,  in  order  to
better carry out the final stability analysis, before the optimal
control  input  with  the  input  constraint  (4)  is  given,  a
new control input form equivalent to (28) will be given in the
following  by  an  iterative  predictive  control  based  strategy
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[11], [20].
Before the new control input form is developed, some lem-

mas are required.
x,y,z ∈ RLemma 1: Denote a polynomial of variables  as

 

h∑
i

(α(x+ iTy+
1
2

i2T 2z)2+β(y+ iT z)2)+ z2 (29)

h ∈ N+ α ∈ R+ β ∈ R+with parameters , , , and T is a sufficiently
small positive constant.

And then the polynomial of variables x, y, and z can also be
represented by
 

b(z+ cx+
⌣
c )

2
+
⌣
αx2+

⌣
βy2+

⌣
γ xy (30)

⌣
α > 0

⌣
β > 0

⌣
γ > 0 b > 0 c > 0

⌣
c > 0
with  the  parameters , , , , ,  and

.
Proof: For the polynomial equation

 

h∑
i

(α(x+ iTy+
1
2

i2T 2z)2+β(y+ iT z)2)+ z2

= b(z+ cx+
⌣
c )

2
+
⌣
αx2+

⌣
βy2+

⌣
γ xy

b = 1
4αT 4∑h

i=1 i4 + βT 2∑h
i=1 i2 + 1 c = αT 2

2b
∑h

i=1 i2
⌣
c = αT 3

2b
∑h

i=1 i3+
βT
b
∑h

i=1 i
⌣
α = hα − bc2

⌣
β = hβ + αT 2∑h

i=1 i2 − b
⌣
c

2

⌣
γ = 2αT

∑h
i=1 i−2bc

⌣
c

compare  the  coefficient,  then  we  can  obtain 
, , 

, , ,  and
.

b,c
⌣
cIt is obvious that  and  are all positive.

T
⌣
α ≈ hα > 0

⌣
β ≈ hβ > 0

⌣
γ = 2αT

∑h
i=1 i−2bc

⌣
c > 0

Since  is  a  sufficiently  small  positive  constant,  it  is
obtained  that , ,  similarly  there  is

. ■
x,y,z ∈ RLemma 2: Denote a polynomial of variables  as

 

α(x+Ty+
1
2

T 2z)2+β(y+T z)2+ z2

+α∗(x+Ty+
1
2

T 2z)
2
+β∗(y+T z)2

+γ∗(x+Ty+
1
2

T 2z)(y+T z) (31)

α ∈ R+ β ∈ R+ α∗ ∈ R+ β∗ ∈ R+ γ∗ ∈ R+
T
with parameters , , , , , and

 is a sufficiently small positive constant.
x y zAnd the polynomial of variables , , and  can also be rep-

resented by
 

b(z+ cx+
⌣
c y)

2
+
⌣
α∗x2+

⌣
β∗y

2+
⌣
γ∗xy (32)

⌣
α∗ > 0

⌣
β∗ > 0

⌣
γ∗ > 0 b > 0 c > 0

⌣
c > 0
with the  parameters , , , , ,  and

.
Proof: As for polynomial equation

 

α(x+Ty+
1
2

T 2z)2+β(y+T z)2+ z2

+α∗(x+Ty+
1
2

T 2z)
2
+β∗(y+T z)2

+γ∗(x+Ty+
1
2

T 2z)(y+T z)

= b(z+ cx+
⌣
c y)

2
+
⌣
α∗x2+

⌣
β∗y

2+
⌣
γ∗xy

b = 1
4 T 4(α+α∗)+T 2(β+β∗)+ 1

2 T 3γ∗+1

c = (T 2(α+α∗)+Tγ∗)/2b
⌣
c = (T 3(α + α∗)+2T (β + β∗)+

3
2 T 3γ∗)/2b

⌣
α∗ = α+α∗−bc2

⌣
β∗=T 2(α+α∗)+β+β∗+Tγ∗−

b
⌣
c

2 ⌣
γ∗ = 2T (α+α∗)+γ∗−2bc

⌣
c b,c

⌣
c

compare the coefficient to calculate the related scalars, then it
can be obtained that ,

, 
, , 

, . It is obvious that  and 
are all positive.

T
⌣
α∗ ≈ α+α∗ > 0

⌣
β∗ > 0

⌣
γ∗ > 0

Since  is  a  sufficiently  small  positive  constant,  it  is
obtained  that ,  similarly,  it  can  also  be
obtained that  and . ■

xt ∈ R yt ∈ R
ut ∈ R

Lemma 3: Denote a function of variables , , and
 as

 

J = α
Hp∑
t=1

x2
t +β

Hp∑
t=1

y2
t +

Hu−1∑
t=0

u2
t (33)

t ∈ N α ∈ R+ β ∈ R+ Hp ∈ N+ Hu ∈ N+
Hp ≥ Hu ≥ 1

T

with , , , , ,  and  there  is
. Assume there exists a sufficiently small positive

constant  such that
 

1) xt = xt−1+Tyt−1+
1
2

T 2ut−1, t = 1,2, . . . ,Hp;

2) yt = yt−1+Tut−1, t = 1,2, . . . ,Hp;

3) ut = uHu−1, Hu ≤ t ≤ Hp;

4) x0,y0 ∈ R.
Then there exists
 

ut = −ct xt −
⌣
c tyt (34)

ct > 0
⌣
c t > 0with  constant  scalar  series  and ,  such  that J

attains its minimum.
Proof: Based  on  the  conditions  1)–4)  in  Lemma  3,  it  is

obvious that
 

xt+1 = xt +Tyt +
1
2

T 2ut

yt+1 = yt +Tut (35)
t < Huwhen .

Hu ≤ t ≤ HpConsidering , there is
 

xHu+τ−1 = xHu−1+τTyHu−1+
τ2

2
T 2uHu−1

yHu+τ−1 = yHu−1+τTuHu−1 (36)
τ = t−Hu+1with .

J = J1+ J2+ · · ·+ JHu−1+JHuThen rewrite (33) as , where
 

Jt = αx2
t +βy

2
t +u2

t−1, t = 1,2, . . . ,Hu−1 (37)
 

JHu = α

h∑
τ=1

x2
Hu+τ−1+β

h∑
τ=1

y2
Hu+τ−1+u2

Hu−1 (38)

h = Hp−Hu+1with .
By  Lemma  1,  substitute  (36)  into  (38),  then  it  can  be

obtained that
 

JHu = bHu (uHu−1+ cHu−1xHu−1+
⌣
c Hu−1yHu−1)

2

+
⌣
αHu−1x2

Hu−1+
⌣
βHu−1y2

Hu−1+
⌣
γHu−1xHu−1yHu−1 (39)

WANG et al.: CONNECTIVITY-MAINTAINING CONSENSUS OF MULTI-AGENT SYSTEMS WITH COMMUNICATION MANAGEMENT 705 



bHu−1,cHu−1,
⌣
c Hu−1,

⌣
αHu−1,

⌣
βHu−1,

⌣
γHu−1 ∈ R+with .

Jt +
⌣
αt x2

t +
⌣
β ty

2
t +
⌣
γ t xtyt

By  Lemma  2,  substitute  (35)  and  (37)  into  the  formula
, then it can be obtained that

 

Jt +
⌣
αt x2

t +
⌣
β ty

2
t +
⌣
γ t xtyt

= bt(ut−1+ ct−1xt−1+
⌣
c t−1yt−1)

2

+
⌣
αt−1x2

t−1+
⌣
β t−1y2

t−1+
⌣
γ t−1xt−1yt−1 (40)

bt,ct−1,
⌣
c t−1,

⌣
αt−1,

⌣
β t−1,

⌣
γ t−1 ∈ R+with .

t = Hu−1 t = 1Implement  this  process  from  to ,  the  cost
function (33) can be written as
 

J =
Hu∑
t=1

bt(ut−1+ ct−1xt−1+
⌣
c t−1yt−1)

2
+C (41)

C =
⌣
α0x2

0 +
⌣
β0y2

0+
⌣
γ0e0 f0with a constant .

ut = −ct xt −
⌣
c tyt ct,

⌣
c t ∈ R+

t = 0,1, . . . ,Hu−1 J
u0 = −c0x0−

⌣
c 0y0

It  is  obvious  that  when ,  with 
and ,  attains  its  minimum.  And  the  first
step  of  input  is  usually  selected  as  the
actual control input. ■

T
T

T

T

Remark 3: It can be observed that there is a requirement that
 is  a  sufficiently  small  positive  constant  in  Lemmas  1–3.

Actually,  the  constant  will  be  the  sampling  period  in  the
final  analysis.  It  is  noted that  there is  a  limit  to  the sampling
period ,  and  the  idea  about  the  sufficiently  small  sampling
period has appeared in [11], [20], and specially, there has been
an  analysis  about  the  selecting  of  the  sufficiently  small  sam-
pling period  in [20].

Based on Lemmas 1–3, then an equivalent form of the con-
trol input (28) will be presented in the following lemma.

Lemma 4: The control  input  (28)  can be represented by an
equivalent  form  with  the  cost  function  (18),  and  the  new
equivalently control input can be denoted as
 

u∗i,e(k|k) = −
ci0

|Ni|+1
Liq̃e(k)−

⌣
c i0

|Ni|+1
Li p̃e(k). (42)

Proof: Define
 

xt = qi,e(k+ l|k)− rq
i,e(k+ l|k)

yt = pi,e(k+ l|k)− rp
i,e(k+ l|k) (43)

xt ytand then it is easy to find that  and  both satisfy the condi-
tion in Lemma 3, which means that by Lemma 3, the control
input for the cost function can be equivalently written as
 

u∗i,e(k|k) = −ci0 (qi,e(k)− rq
i,e(k|k))−⌣c i0 (pi,e(k)− rp

i,e(k|k)) (44)

ci0 ,
⌣
c i0where  can be iteratively calculated by Lemma 3.

rq
i,e(k|k) = Ki(G)q̃e(k) rp

i,e(k|k) = Ki(G)p̃e(k)
From  the  reference  states  defined  in  (17),  there  are

 and .
Then

 

qi,e(k)− rq
i,e(k|k) = qi,e(k)−Ki(G)q̃e =

1
|Ni|+1

Liq̃e(k)

pi,e(k)− rp
i,e(k|k) =

1
|Ni|+1

Li p̃e(k). (45)

Substitute  (45)  into  (44),  then  the  form  (42)  can  thus  be
obtained. ■

The optimal  control  input  without  the input  constraint  then
can be represented either by
 

u∗i,e(k|k) = −φi(Pxxi,e(k)− ri,e(k)) (46)

or by
 

u∗i,e(k|k) = −
ci0

|Ni|+1
Liq̃e(k)−

⌣
c i0

|Ni|+1
Li p̃e(k). (47)

Since the optimal control input without the input constraint
has  been  obtained,  before  the  optimal  control  input  with  the
input constraint is given, a lemma from [20] is necessary.

f (U)
U = [uT

1 ,u
T
2 , . . . ,u

T
n ]T ui = [ui,1, . . . ,ui,m]T ∈ Rm

Lemma  5  [20]: Let  be  a  quadratic  function  of
, with .

f (U) f (U) =
∑m

e=1 fe(Ue)
Ue = [ui,e, . . . ,un,e]T fe(Ue) = (1/2)(Ue)T AeUe+ ζeUe+

ce Ae = [ai, j,e] ∈ Rn×n

ai, j,e > 0 ζe = [ζ1,e, . . . , ζn,e] ce
e = 1, . . . ,m, i, j = 1, . . . ,n f (U)

U∗ = [u∗1
T ,u∗2

T , . . . ,u∗n
T ]T

Suppose  that  can  be  written  as 
with , 

,  being  a  nonsingular  symmetric  matrix
with ,  being a  row vector,  being
a  constant,  and  achieves  its
minimal  value  at  a  unique  point .
Then

U∗

fe(Ue)
1)  can  be  calculated  by  stacking  each  minimum-value

point of .
min f (U)

s.t. ||u1|| ≤ ū
Û = [ûT

1 , . . . , û
T
n ]T Ae ≡ A e = 1, . . . ,m

û1 =

u
∗
1, if ||u∗1|| ≤ ū
ū
||u∗1 ||

u∗1, otherwise.

2)  For  the  following  optimization  problem, ,
,  which  has  a  unique  optimal  point  denoted  by

,  if  for  all ,  then

Based on the above content, at time instant k, the actual con-
trol  input  with  the  control  input  constraint  (4)  on  the e-th
dimension is derived as
 

ui,e(k|k) = con ·u∗i,e(k|k) (48)

con =min
{
σ/||u∗i (k|k)||,1

}
σ

u∗i,e(k|k)
ui,e(k|k)

ui(k) = ui(k|k)

where  is the constraint term,  is a
positive  constant  defined  in  the  control  input  constraint  (4),
and  we  can  get  the  value  of  by  either  (46)  or  (47).
Since  is  the e-th  element  of  the  actual  control  input

,  the  actual  control  input  can  thus  also  be
obtained.

G
T

Theorem 2: Assume that there is a directed spanning tree in
the multi-agent system with dynamics (1) and directed topol-
ogy . If the control input constraint (4) is activated for finite
times, then there exists a sampling time , such that the con-
sensus can finally be achieved.

k1
k > k1

Proof: Since  the  control  input  constraint  is  activated  for
finite  times,  there  exists  a  time  instant  that  at  time  instant

, the control input (46) or (47) becomes the actual input
for the system.

Then  the  control  input  (47)  will  be  selected  to  prove  the
convergence.

The control input (47) can be rewritten as
 

u∗e(k|k) = −Λ0δLq̃e(k)−
⌣
Λ0δLp̃e(k) (49)

L Λ0 = diag{c10 , . . . ,cn0 }
⌣
Λ0 =

diag{⌣c 10 , . . . ,
⌣
c n0 } δ = diag {1/(|N1| + 1), . . . ,1/(|Nn| + 1)}

where  is the Laplacian matrix, , 
, ,

then the system dynamics can be rewritten as 
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 q̃e(k+1)
p̃e(k+1)

 =G

 q̃e(k)
p̃e(k)

 (50)

G = S +Rwith , where
 

S =

 T In 0n×n

−
√

T In
√

T In


R =

 (1−T )In− T 2

2 Ls T In− T 2

2

⌣
L s

√
T In−T Ls (1−

√
T )In−T

⌣
L s


Ls =Λ0δL

⌣
L s =

⌣
Λ0δLwhere , and .

T (1−T )In− T 2

2 Ls

(1−
√

T )In−T
⌣
L s

T In− T 2

2

⌣
L s

√
T In−T Ls

||S ||∞ < 1

It is noted that when  is sufficiently small, 
and  are non-negative matrices with positive
diagonal entries,  and  are non-negative
matrices, and , which satisfy the condition of Lemma
4.1 in [26]. It then follows from Theorem 4.2 in [26] that the
system can finally achieve consensus. ■

k ∈ N
ui(k) ||ui(k)|| = σ

Remark  4: In  Theorem  2,  the  sentence “the  control  input
constraint (4) is activated for finite times” means that there are
finite numbers of time instant , at which the actual con-
trol  input  for  agent i satisfies ,  and  this
implies  that  the  actual  control  input  (48)  can  be  replaced  by
(46)  or  (47)  in  the  convergence  analysis,  which  then  further
completes  the  proof  of  Theorem  2.  A  similar  idea  can  be
found in [20].

It  is  noted  that  the  connectivity  maintenance  is  guaranteed
by  the  Theorem  1,  and  the  consensus  is  guaranteed  by  the
Theorem 2.

i ∈ V

i ∈ V si(k)
j ∈ Ni x j(k)

i ∈ V

An overall  control  structure for  agent  is  presented in
Fig. 2. It is noted that in Fig. 2, the states include the position
states  and  the  velocity  states.  At  time  instant k,  for  agent

,  based  on  the  current  sensing  range ,  all  neighbor
agents  are sensed, and the states  are obtained by
agent i.  By  the  communication  management  strategy,  the
value  of  sensing  range  at  next  time  instant  is  calculated  and
saved,  and  the  sensing  range  will  be  updated  at  next  time
instant.  By  the  predictive  control  based  strategy,  the  control
input  is  calculated and the states will  also be updated for  the
consensus.  With  this  control  structure  for  all  agents  in
the  multi-agent  system,  the  connectivity-maintaining  consen-
sus can be achieved.
 

Sensed
neighbor states

j∈i Í Si(k)

si(k)

si(k + 1)

si(k + 1)

xi(k + 1)

||ui(k) || ≤ σ

xj(k)

xj(k)

ui(k)
StatesPredictive

control

Input
constraints

Communication
management Sensing range

 
i ∈ VFig. 2.     The overall control structure for agent .

 

Then  the  Algorithm  1  summarizes  the  overall  scheme  for
the connectivity-maintaining consensus in this paper.

Algorithm  1  The  overall  scheme  for  the  connectivity-maintaining
consensus

Offline-Stage
Initialization

k = 01) Set .

K(G)

2) Determine the directed topology of the system with the commu-
nication matrix .

qi(0), pi(0) si(0)

i ∈ V
k = 0

3)  Determine  the  initial  states ,  sensing  range  for
agent , such that the initial topology is not broken at initial time
instant .

Hp Hu αi βi

i ∈ V
4)  Determine  the  parameters , , T, , ,  and  the  input  con-

straint σ for agent .
Online-Stage

i ∈ V
j ∈ Ni

1) Information acquisition. Each agent  sense the states of its
neighbor agent .

ui(k)

si(k+1)

2)  Calculation.  The  control  input  is  calculated  by  (48),  the
sensing range  is calculated by (5).

k = k+13) Set .
si(k)

k−1

4)  Sensing  range  update.  Update  the  sensing  range  based  on
the calculated value at time instant .

qi(k) pi(k)

ui(k−1)

5) States update. Update the states  and  based on the cal-
culated control input  and the system dynamics (1).

6) Go to Step 1).

It  can  be  observed  in  Algorithm  1  that  the  update  of  the
sensing  range  value  is  earlier  than  the  time  of  information
acquisition. Since the connectivity maintenance is guaranteed
at  any  time  instant k by  Theorem  1,  the  information  from
neighbor  agents  can  be  obtained  normally,  which  provides  a
basic guarantee for achieving consensus.  

IV.  Simulations

In  this  section,  simulations  will  be  shown  to  indicate  the
effectiveness and advantages of our scheme.

m = 2
Consider  a  system  with  five  agents,  and  the  dimension  of

the  states  is .  And  the  topology  of  the  system  is  pre-
sented in Fig. 3.
 

2

41 5

3
 
Fig. 3.     The topology of the multi-agent system.
 

q1(0) =
[90,40]T p1(0) = [−5,−4]T q2(0) = [−8,−30]T p2(0) =
[3,2]T q3(0) = [50,−60]T p3(0) = [−5,−5]T q4(0) =
[70,−60]T p4(0) = [−2,3]T q5(0) = [−30,40]T p5(0) =
[5,5]T i ∈ V si(0)

si(0) = 150

The  initial  states  of  the  five  agents  are  set  as 
, , , 

, , , 
, , , 

,  and  for  agent ,  the  initial  sensing  range  is
set as .

Hp
Hp = 10 Hu Hu = 8

For all agents in the system, the prediction horizon  is set
as ,  the control  horizon  is  set  as ,  the sam-
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T T = 0.1
σ = 6 αi βi i ∈ V
αi = 1 βi = 1

pling period  is set as , the control input constraint σ
is set as , and other parameters  and  for agent 
are set as  and .

σ = 6

Then for all agents, the position trajectories are presented in
Fig. 4,  and  the  velocity  trajectories  are  presented  in Fig. 5.
Figs. 4 and 5 show that the system finally achieves consensus.
The  control  input  evolutions  are  presented  in Fig. 6, which
shows that the actual control input signal never exceeds the set
input constraint .
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Fig. 4.     The position trajectories of all agents in the system.
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Fig. 5.     The velocity trajectories of all agents in the system.
 

Remark 5: The reference trajectory of  the  system is  prede-
fined  in  (17),  and  it  is  noted  that  the  reference  trajectory  of
each agent is not fixed or predetermined, but it is calculated in
real time based on the states of agent itself and its neighbors,
and it will be recalculated at every time instant, which is dif-
ferent with navigation or path-following task [27]. In addition,
at  one  time  instant,  the  reference  trajectory  of  each  agent  is
not  the  same,  however,  as  the  entire  consensus  task  pro-
gresses, eventually the reference trajectory of each agent also
tends to be consensus. Specially, if the initial states of agents
change while other conditions remain unchanged, the final tra-
jectory of the system will also change.

The sensing range evolutions of  all  agents  are presented in

Fig. 7,  which  shows  that  the  sensing  ranges  of  all  agents  are
finally decreased.
 

150

100

50

0
0 50 100 150

k
200 250 300

s i(
k)

 
Fig. 7.     The sensing range evolutions of all agents in the system.
 

tc
In order to indicate the time when the system achieves con-

sensus, we define a new index  named consensus time in the
following:
 

tc =
{

k| max
i∈V, j∈Ni(k)

||p j(k)− pi(k)|| ≤ φ and

max
i∈V, j∈Ni(k)

||q j(k)−qi(k)|| ≤ φ
}

(51)

with the consensus error φ, and φ is a small positive constant.

i ∈ V
Meanwhile, in order to indicate the advantages of the over-

all scheme in this paper, for agent  some indices used in
[19] are defined in the follows.

The power consumption of communication can be modeled
as
 

Pi(k) = ε(si(k))β (52)
β ∈ [2,6] ε ∈ R+

si(k)
with  the  sensor  type  constants  and ,  and  the
sensing range .

Then  the  accumulated  communication  energy  consumption
is defined as 

 

7
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4

3

2

1

0
50 100 150

k
200 250 300

||u
i||

 
Fig. 6.     The control input evolutions of all agents in the system.
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wi =

tc∑
k=0

Pi(k) (53)

tc

w̄i =
∑tc

k=0 Pi(0)

Ei = (w̄i−wi)/w̄i×100%

with  the  consensus  time  defined  in  (51).  Meanwhile,  the
communication  energy  consumption  without  the  communi-
cation management strategy is defined as , and
the  total  communication  energy  saving  in  percentage  is
defined  as ,  and  these  indices  are
defined for the comparison of the communication energy effi-
ciency.

φ = 0.5 tc
tc = 131 ε β

ε = 1 β = 2

The consensus  error φ defined  in  (51)  in  this  simulation  is
set  as ,  and  then  we  can  get  the  consensus  time  in
this simulation, which is . The parameters  and  that
are  defined  in  (52)  are  set  as  and .  And  the  total
communication  energy  consumption  is  presented  in Fig. 8,
which indicates the great saving in communication energy by
our  scheme,  and  the  results  in Fig. 8 show  that  if  there  is  a
communication management strategy for the system, then the
communication  energy  can  be  greatly  saved.  Meanwhile,  to
better  indicate  the  advantages  of  the  overall  scheme  in  this
paper, the comparison of the communication energy consump-
tion between the scheme in this paper and the scheme in [19]
is presented in Fig. 9. It can be observed that compared to the
scheme in [19], by the scheme in this paper, all agents in the
system consume less communication energy in the whole pro-
cess.  And  the  comparison  of  the  communication  energy  sav-
ing is presented in Table I, which shows the advantages of the
scheme in this paper.
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Fig. 8.     The accumulated communication energy consumption.  

V.  Conclusion

The  connectivity-maintaining  consensus  for  multi-agent
systems is investigated in this paper. And we propose a novel
communication management  strategy which is  not  associated
with the specific control method but is compatible with differ-
ent control methods, and with this strategy, the connectivity of
the system can be maintained and the communication energy
can be saved. A predictive control based strategy is designed
with  this  novel  communication  management  strategy  in  this
paper, and the consensus can be guaranteed. By the scheme in

this  paper,  the  connectivity-maintaining  consensus  can  be
achieved,  and  meanwhile  the  communication  energy  can  be
saved. Compared to the related work in literature, our scheme
can save more communication energy.
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