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   Dear Editor,

In this letter, a novel adaptive control design problem for uncertain
nonlinear multi-input-multi-output (MIMO) systems with time-vary-
ing  full  state  constraints  is  proposed,  where  the  considered  systems
consist  of  various  subsystems,  and  the  states  of  each  subsystem are
interconnected  tightly.  It  is  universally  acknowledged  that  in  the
existing  researches  with  state  constraints,  system  constraint  bounds
are always constants or time-varying functions. Different from previ-
ous  methods,  the  constraint  boundary  of  this  letter  is  regarded  as  a
special  function  of  not  only  time  but  of  state  variables.  In  order  to
handle time-varying full state constraints, the tangent type time-vary-
ing  barrier  Lyapunov  functions  (tan-TVBLFs)  are  introduced.  By
combining  neural  networks  (NNs)  and  backstepping  technique,  an
intelligent controller is developed. Meanwhile, we introduce an even
function  to  guarantee  the  feasibility  of  NN  approximation  of
unknown functions over practical compact sets. The feasibility of the
mentioned control strategy is certified through the simulation results.

Over recent decades, the control strategy of nonlinear systems has
drawn lots of attention due to classical control methods are not suffi-
cient  for  nonlinear  characteristic  problems.  Thus,  various  advanced
control  techniques  for  uncertain  nonlinear  systems  are  proposed  in
[1] and [2]. Subsequently, NNs and fuzzy logic systems (FLSs) have
been widely used [3].  Via fast  finite-time stable theory and FLSs,  a
fuzzy  dynamic  surface  control  with  uncertainties  is  studied  in  [4],
where  the  computational  complexity  is  reduced.  An  adaptive  back-
stepping  output  feedback  control  strategy  is  investigated  by  taking
unmeasured states  into  consideration [5].  Further,  an adaptive fault-
tolerant controller is constructed in [6], and a control scheme of pure
feedback systems is proposed by [7]. Nevertheless, the impact of out-
put  and  state  constraints  has  been  neglected  according  to  above
descriptions.

It  is  unavoidable  to  exist  various  constraints  in  practical  systems,
which restricts the system performance and stability. Consequently, a
large number of control schemes have been put forward to settle con-
straints  including  state  feedback  control  [8],  and  output  feedback
control  [9].  For  further  research,  barrier  Lyapunov  function  (BLF)
regarded as an available approach to solve constraints has been con-
sidered by [10]. An output feedback control of full state constrains is
presented  by  utilizing  Integral  barrier  Lyapunov  functionals  (IBLF)
[11]. Surprisingly, this approach overcomes the limitation of conser-
vatism  comparing  with  traditional  BLFs.  A  full  state-constrained
control  design  for  uncertain  stochastic  nonlinear  systems  is  devel-
oped  by  [12]  via  using  time-varying  BLFs.  But,  the  mentioned
approaches are confined to satisfy single-input  single-output  (SISO)
nonlinear systems.

More  complex,  the  constraint  system  mentioned  above  is  devel-
oped  to  MIMO uncertain  system or  large-scale  systems,  which  is  a

challenging task to devise an appropriate control strategy. In [13],  a
dynamic  surface  control  strategy  based  backstepping  algorithm  is
introduced.  Furthermore,  the  tracking  control  approaches  of  input
saturation  has  been  investigated  by  [14].  An  NN  adaptive  control
scheme considering  full  state  constraints  in  block-triangular  form is
addressed  via  utilizing  the  backstepping-based  IBLF  in  [15].  With
the help of backstepping algorithm, an adaptive control design of out-
put-constrained  large-scale  systems  is  presented  by  [16].  However,
all  the  existing  constraint  boundaries  of  time-varying  constraint
researches are only relevant to time without considering state.

Inspired by above descriptions, this letter develops an adaptive NN
control  method  for  uncertain  nonlinear  MIMO  systems  with
unknown  smooth  functions  and  time-varying  full  state  constraints.
The main contributions are listed as follows.

1)  In  existing  BLF  based  state  constraints,  the  constraint  bounds
are regarded as constant [12] or time-varying functions [14]. Differ-
ent  from  previous  boundary  that  only  changes  with  time,  the  state
constraint boundary of this letter is regarded as a particular function
of not only time but of state variables, which is seldom developed in
previous results.

2)  To  guarantee  the  feasibility  of  NN approximation  of  unknown
functions, a novel control method is proposed over practical compact
sets and a suitable controller is successfully constructed.

3) The full state constraints are taken into consideration in nonlin-
ear MIMO systems by utilizing tan-TVBLFs. The aim of using tan-
TVBLFs is  to  ensure  all  states  remain  within  the  time-varying  con-
straint  range.  Meanwhile,  the  considered  systems consist  of  subsys-
tems, and the states of each subsystem are interconnected.

:
Preparation and system descriptions: We consider the following

MIMO nonlinear systems with full state constraints
 

ẋh,gh = ψh,gh

(
x̄1,(gh−ηh1), . . . , x̄h,(gh−ηhh), . . . , x̄N,(gh−ηhN )

)
+φh,gh

(
x̄1,(gh−ηh1), . . . , x̄h,(gh−ηhh), . . . , x̄N,(gh−ηhN )

)
xh,gh+1

1 ≤ gh ≤ ηh −1
ẋh,ηh = ψh,ηh

(X,u1, . . . ,uh−1)

+φh,ηh

(
x̄1,η1−1, . . . , x̄N,ηN−1

)
uh

yh = xh,1, 1 ≤ h ≤ N

(1)

xh,gh , gh = 1, . . . ,ηh h-th
x̄h,gh = [xh,1, . . . , xh,gh ]T X = [x̄1,η1 , . . . , x̄h,ηh ]T uh ∈ R

h-th yh ∈ R h-th
ψh,gh

(·) φh,gh (·)
h, gh, ηh ηhp

h-th p-th
ηhp = ηh −ηp, p = 1, . . . ,N xh,(1−ηhp)

gh −ηhp ≤ 0 xh,gh

|xh,gh | < kch,gh
(x̄h,gh−1, t) gh = 1, . . . ,ηh t ≥ 0 kch,gh

(x̄h,gh−1, t)

yd,h xh,0 = yd,h

where  are  the  states  of  subsystem  and
,  separately, ,  is

the  input  of  the  subsystem and  is  the  output  of  the 
subsystem;  are  unknown  smooth  functions  and  are
known gain functions;  and N are positive integers, and 
is  the  order  difference  between  the  and  subsystems,

 .  The  corresponding  vector  does
not  exist  when .  In  this  letter,  all  the  states  satisfy

, .  For  any , 
is  a  known  continuous  function  of  state  variable  and  time.  In  addi-
tion,  is the desired reference signal with .

For ease of writing, the vectors in system (1) are rewritten as
 

Xh,gh =
[
x̄T

1,(gh−ηh1), . . . , x̄
T
h,gh−ηhh

, . . . , x̄T
N,(gh−ηhN )

]T
.

uh yh
yd,h

Control  objective:  The  control  objective  is  to  devise  an  adaptive
controller  such that the system output  can track the desired tra-
jectory ,  all  the  states  do  not  violate  the  time-varying  constraint
bounds and all signals in the closed-loop systems are bounded.

kch,gh
(x̄h,gh−1, t) > 0

Mh,0 Yh,gh ,gh = 1, . . . ,ηh,h = 1, . . . ,N
yd,h (t)

Assumption 1 [14]:  For any ,  there are positive
constants  and  such  that  the
desired signal  and its derivatives with time satisfy
 ∣∣∣yd,h (t)

∣∣∣ ≤ Mh,0 < kch,gh

(
x̄h,gh−1, t

)
and
∣∣∣∣y(gh)

d,h (t)
∣∣∣∣ < Yh,gh .

p > 1
1
p +

1
q = 1 mn ≤ mp

p +
nq

q

Lemma 1 [7]: There exist non-negative real number m and n, ,
q is nonzero real number, . Then, .

ph,gh (·) : R→ RThe following even function   is introduced for the
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aim of the controller design such as:
 

ph,gh

(
xh,gh

)
=

{
1,
∣∣∣xh,gh

∣∣∣ ≥ czh,gh

0,
∣∣∣xh,gh

∣∣∣ < czh,gh

∀xh,gh ∈ R, gh = 1, . . . ,ηh (2)

czh,gh
where  is a positive constant.

h-th
Controller construction utilizing tan-BLFs and stability analy-

sis. An adaptive controller for the  subsystem will be devised via
utilizing  the  backstepping  algorithm.  The  detailed  design  process  is
described in Section II of the Supplementary Material.

Consider the following time-varying tan-type BLF candidate:
 

Step 1 : Vh,1 =
k2

bh,1

(
yd,h, t

)
π

tan

 πz2h,1
2k2

bh,1

(
yd,h, t

) + 1
2
ξ̃Th,1Γ

−1
h,1ξ̃h,1.

(3)
 

Step 2 : Vh,2 = Vh,1 +
k2

bh,2

(
xh,1, t

)
π

tan

 πz2h,2
2k2

bh,2

(
xh,1, t

) + 1
2
ξ̃Th,2Γ

−1
h,2ξ̃h,2.

(4)
 · · ·

Step ηh : Vh,ηh = Vh,ηh−1 +
1
2
ξ̃Th,ηh
Γ−1

h,ηh
ξ̃h,ηh

+

k2
bh,ηh

(
x̄h,ηh−1, t

)
π

tan

 πz2h,ηh

2k2
bh,ηh

(
x̄h,ηh−1, t

)
 (5)

∣∣∣zh,ηh

∣∣∣ < kbh,ηh
(x̄h,gh−1, t) Γh,ηh =

ΓT
h,ηh
> 0 ξ̃h,ηh = ξ̂h,ηh − ξ∗h,ηh

ξ∗h,ηh
ξ̂h,ηh

ξ∗h,ηh

where  is  a  time-varying  function. 
 stands  for  design  parameter,  represents

the estimate error,  is the optimal weight vector, and denotes
the estimation of .

Construct the first virtual controller and adaptation law as
 

αh,1 =
ph,1
(
zh,1
)

φh,1
(
Xh,1
) −ξ̂Th,1S h,1

(
zh,1
)
− 1

2
βh,1

− κ̄h,1(t)zh,1 − kh,1k2
bh,1

(
yd,h, t

) (
πzh,1
)−1

×sin

 πz2h,1
2k2

bh,1

(
yd,h, t

) cos

 πz2h,1
2k2

bh,1

(
yd,h, t

) 
 (6)

 

˙̂ξh,1 = ph,1
(
zh,1
)
Γh,1
[
βh,1S h,1

(
zh,1
)
−oh,1ξ̂h,1

]
(7)

kh,1, oh,1, κ̄h,1where the definition of  will be illustrated latter.
Construct the second controller and adaptation law as

 

αh,2 =
ph,2
(
zh,2
)

φh,2
(
Xh,2
) −ξ̂Th,2S h,2

(
zh,2
)
−1

2
βh,2

−βh,1φh,1
(
Xh,1
)
cos2

 πz2h,2
2k2

bh,2

(
xh,1, t

) 
− κ̄h,2zh,2 − kh,2k2

bh,2

(
xh,1, t

) (
πzh,2
)−1

×sin

 πz2h,2
2k2

bh,2

(
xh,1, t

) cos

 πz2h,2
2k2

bh,2

(
xh,1, t

) 
 (8)

 

˙̂ξh,2 = ph,2
(
zh,2
)
Γh,2
[
βh,2S h,2

(
zh,2
)
−oh,2ξ̂h,2

]
(9)

kh,2, oh,2, κ̄h,2where the definition of  will be illustrated latter.
The actual controller and adaptation law are devised as

 

uh =
ph,ηh

(
zh,ηh

)
φh,ηh

(
Xh,ηh

) −ξ̂Th,ηh
S h,ηh

(
zh,ηh

)
− 1

2
βh,ηh

−βh,ηh−1φh,ηh−1
(
Xh,ηh−1

)
cos2

 πz2h,ηh

2k2
bh,ηh

(
x̄h,ηh−1, t

)


 

− κ̄h,ηhzh,ηh − kh,ηh k2
bh,ηh

(
x̄h,ηh−1, t

) (
πzh,ηh

)−1

×sin

 πz2h,ηh

2k2
bh,ηh

(
x̄h,ηh−1, t

)
cos

 πz2h,ηh

2k2
bh,ηh

(
x̄h,ηh−1, t

)

 (10)

 

˙̂ξh,ηh = ph,ηh

(
zh,ηh

)
Γh,ηh

[
βh,ηh S h,ηh

(
zh,ηh

)
−oh,ηh ξ̂h,ηh

]
. (11)

kh,q > 0 oh,q kh,q > 2κ̄h,q

κ̄h,q =
√(

mh,q
)2
+γh,q κ̄h,q γh,q > 0

(q = 1,2, . . . ,ηh)

Notice:  and  are  design  parameters, ,  and

denote ,  is a function  with 
 being a positive constant and

 

mh,q =
1

kbh,q

(
x̄h,q−1, t

) q−1∑
p=1

∂kbh,q

(
x̄h,q−1, t

)
∂xh,p

φh,p
(
Xh,p
)

 

× xh,p+1 +
1

kbh,q

(
x̄h,q−1, t

) ∂kbh,q

(
x̄h,q−1, t

)
∂t

.

∣∣∣xh,gh

∣∣∣ < kch,gh
(x̄h,gh−1, t)

xh,gh (0) , gh =

1,2, . . . ,ηh
∣∣∣xh,gh (0)

∣∣∣ < kch,gh

(
x̄h,gh−1 (0) , 0

)

Theorem 1: Consider uncertain MIMO nonlinear systems (1) under
time-varying full  state constraints .  Supposed
that  Assumptions  1  and  2  hold,  by  designing  the  virtual  controllers
(6)  and (8),  constructing the actual  controller  (10)  and choosing the
adaptive  laws  (7),  (9)  and  (11),  if  the  initial  states 

 satisfies , it can ensure that
yh yd,h1) The system output  can track the desired trajectory  as well

as possible;
2) The time-varying full state constraints are not violated;
3) All signals in the closed-loop systems are bounded.
Simulation  example: To  attest  the  effectiveness  of  the  presented

time-varying  constraint  method,  the  nonlinear  MIMO  systems  with
time-varying full state constraints are considered as
 

ẋ1,1 = 0.2
(
x1,1 + x2,1

)
+

[
2+0.5

(
ex2

1,1 + ex2
2,1

)]
x1,2

ẋ1,2 = x2
1,1x2

1,2 + x2,1x2,2 +
[
1+0.2sin

(
x1,1x2,1

)]
u1

ẋ2,1 = x1,1x2,1 +
[
2+0.2cos

(
x1,1x2,1

)]
x2,2

ẋ2,2 =
(
x1,1x1,2 + x2,1x2,2 +u1

)
+
[
e−0.5x1,1 + e−x2,1

]
u2

yh = xh,1, h = 1,2

(12)

xh,1 xh,2(h = 1,2)∣∣∣x1,1
∣∣∣ < kc1,1

(
yd,1, t

)
= e−0.2yd,1 + e−2t

∣∣∣x1,2
∣∣∣ <

kc1,2

(
x̄1,1, t

)
= e−0.1x2

1,1 + e−3t
∣∣∣x2,1
∣∣∣ < kc2,1

(
yd,2, t

)
= e−0.1yd,2 + e−3t−

0.4
∣∣∣x2,2
∣∣∣ < kc2,2

(
x̄2,2, t

)
= e−0.1x2

2,1 + e−2t +0.3cos
(
0.5x2,2

)
yd,1 (t) = 0.1sin(0.1t)+0.5cos(2t)

yd,2 (t) = 0.2sin(3t) .

where  and  are state variables. The states of the sys-
tem  are  constrained  in , 

, 
,  and .  The

desired signal is described by  and

k1,1 = 50 k1,2 = 8
k2,1 = 50 k2,2 = 40 o1,1 = 2 o1,2 = 3 o2,1 = 2 o2,2 = 4

x1,2 x2,2

Figs. 1−3 demonstrate simulation results of the presented adaptive
NN control strategy on nonlinear MIMO systems. Figs. 1(a) and 1(b)
are  used  to  demonstrate  how  well  the  output  signal  of  the  system
tracks the desired reference signal under the time-varying state con-
straints.  The  design  parameters  are  selected  as , ,

, , , , , . Figs. 2(a)
and 2(b)  describe  the  trajectories  of  states ,  and  their  con-
straints.

According to the above figures, it is obvious that the time-varying
state constraints are not broken. The system inputs and the adaptive
laws are shown in Fig. 3. It can be seen that they all maintain a rela-
tively stable and bounded state in a small neighborhood. Apparently,
these trajectories tend to stabilize.

Conclusions: The  novel  adaptive  NN  control  problem  based  on
tan-TVBLFs is proposed for uncertain nonlinear MIMO systems with
both  time-varying  full  state  constraints  and  unknown  function.  The
constraint  boundary in this letter  is  a particular function of not only
time but of states. And tan-TVBLFs are constructed to keep the states
from violating time-varying constraint boundary. Ultimately, simula-
tion example certifies the feasibility of presented control approach. In
the future, an observer-based adaptive NN control for a class of non-
linear MIMO systems will be developed. Furthermore, we will apply
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the  complex  time-varying  constraints  in  this  letter  to  chemical  pro-
duction, unmanned driving and other practical systems.
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