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ABSTRACT
Face detection is a hot topic in computer vision. The face detection
methods usually consist of two subtasks, i.e. the classification sub-
task and the regression subtask, which are trained with different
samples. However, current face detection knowledge distillation
methods usually couple the two subtasks, and use the same set of
samples in the distillation task. In this paper, we propose a task
decoupled knowledge distillation method, which decouples the de-
tection distillation task into two subtasks and uses different samples
in distilling the features of different subtasks. We firstly propose a
feature decoupling method to decouple the classification features
and the regression features, without introducing any extra calcula-
tions at inference time. Specifically, we generate the corresponding
features by adding task-specific convolutions in the teacher net-
work and adding adaption convolutions on the feature maps of
the student network. Then we select different samples for different
subtasks to imitate. Moreover, we also propose an effective proba-
bility distillation method to joint boost the accuracy of the student
network. We apply our distillation method on a lightweight face de-
tector, EagleEye[37]. Experimental results show that the proposed
method effectively improves the student detector’s accuracy by
5.1%, 5.1%, and 2.8% AP in Easy, Medium, Hard subsets respectively.

CCS CONCEPTS
• Computing methodologies→ Object detection.

KEYWORDS
face detection, knowledge distillation, lightweight detector, model
compression, model acceleration
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1 INTRODUCTION
In recent years, the breakthrough of convolutional neural networks
(CNN) in computer vision has led to the upsurge of deep learning.
With the powerful ability of CNN to extract features, CNN-based
general object detectors have developed rapidly. Face detectors
are usually based on one-stage general object detectors[12, 13]. To
improve the performance of the face detector, researchers have
explored in various aspects. Some methods [3, 26, 33] improve
performance by designing better backbone or head structures of
the detector. Others [4, 27] improve the accuracy throughmulti-task
joint training. Apart from them, some work [14] focus on designing
better anchor mining. Although the performance of face detectors
has been greatly improved by these methods, the dramatic increase
in the amount of calculations has hindered its further deployment.
In practice, face detection is usually deployed in devices with low
computing power. Therefore, many lightweight face detectors are
proposed, including FaceBoxes [35], MTCNN [34], and EagleEye
[37]. To keep lightweight, their complexity is usually suppressed
and their accuracy is lower than the heavyweight face detectors
(such as PyramidBox [26], SRN [3], and FANet [33]). Therefore,
improving the accuracy of lightweight detectors is an important
topic.

Knowledge distillation is widely used in model compression and
transfer learning. It can transfer the knowledge of the cumbersome
model to the lightweight model without introducing any additional
calculations, thereby improving the performance of the lightweight
model. Since Hinton et al. propose knowledge distillation for learn-
ing the similarities between probability in the teacher-student par-
adigm [8], a vast number of methods [22, 32] for knowledge dis-
tillation have emerged. Overall, they are mainly divided into two
categories, one is learning from probability [8, 10], and the other
[29, 38] is imitating the pixels on the feature map. They enhance
the student models by minimizing the distance between the teacher
network and the student network under a certain measure.

The above methods mainly focus on the image classification
task. Some works also discuss knowledge distillation in the object
detection task. Most of these distillation methods make the student

https://doi.org/10.1145/3394171.3414069


network imitate the feature map of the teacher network [2, 29, 38].
The difference lies in which feature maps and which pixel points on
the feature map are selected. Although these methods have made
some improvements in the object detection task, they ignore the
difference in the samples required by the classification subtask and
regression subtask in the whole detection task. During the train-
ing of the detectors, the classification subtask is trained with both
positive samples and negative samples. Only in this way can the
classifier distinguish whether the area belongs to the background or
the foreground. The regression subtask is trained only with positive
samples. Since the role of the regressor is to adjust the position of
the positive sample so that it fits the corresponding ground truth
boxes better. In these distillation methods, the features of regression
and classification are both mixed in the same feature map. Directly
imitating the pixels on the feature map implies that they select the
same sample for distillation for the both regression and classifica-
tion subtasks, which introduces the sample noises for distillation.
Therefore, when performing knowledge distillation, different sam-
ples should be considered for the two subtasks. In most of the face
detectors, each of the two subtasks use a convolution layer to gen-
erate the prediction results. They share the same input feature map.
In this paper, we think the feature map should be decoupled for the
two tasks to be distilled. After that, we choose different samples
to distill according to the different sampling strategies of the two
subtasks in the detector training.

In this paper, we propose a task decoupled distillation framework
that can distill face detectors with different samples for different
subtasks. First, we propose a novel feature decoupling method to
decouple the mixed features into classification features and the
regression features without introducing any extra calculations at
inference. To be specific, in the teacher network, we generate the
corresponding task-specific features by adding task-specific convo-
lutions. While in the student network, we convert the mixed feature
to corresponding task-specific features by adaption convolutions.
Then we propose an innovative sampling strategy that guides us
to select more appropriate sample for each subtask. Specifically,
for the regression subtask, we only select pixels of positive sample
on the feature map for imitation. For the regression subtask, in
addition to selecting pixels of positive samples on the feature map,
we also select pixels of negative samples for imitation. To prevent
that a large number of negative samples dominate the loss in the
classification subtask, we only collect the top-ranked samples in
descending order of loss value, i.e. hard negative samples, to ensure
the stability of the gradient during training.

In order to transfer the knowledge from the teacher network to
the student network as much as possible, we use the probability dis-
tillation simultaneously with the above feature distillation method.
When performing probability distillation, the easy anchor samples,
which have output probability near to 1 or 0, are less informative.
This is because they are similar to the ground truth probability.
However, the detectors usually contain a large amount of easy an-
chor samples, they would offer too much useless information that
restricts the performance of the distillation. Therefore, we only
select anchors that contain more useful information, which have
corresponding predicted probability close to 0.5. By this simple but
effective strategy, the probability knowledge of the teacher network
can be transferred to the student network. In the end, through joint

feature imitation and probabilistic distillation training, the accuracy
of the student network can be further improved.

Significant improvements have been achieved by using our meth-
ods in face detection without introducing any extra computation.

In short, our contributions are summarized as follows:
1. We propose a novel feature decoupling method that decouples

coupled features into separated features for different subtasks.
2. We propose a more reasonable sampling strategy to select

different samples for the different subtasks of the knowledge distil-
lation process.

3. We propose an effective way to transfer the knowledge from
the probability. And the accuracy of the student network can be
further improved through joint feature distillation and probability
distillation.

4. We apply the proposed distillation method on a lightweight
face detection method and improves the accuracy by 5.1%, 5.1%,
and 2.8% AP in Easy, Medium, Hard subsets respectively.

2 RELATEDWORK
In this section, we briefly introduce the work related to our method,
namely face detection and knowledge distillation.

Face Detection. With the rapid development of deep learning
in recent years, CNNs have demonstrated a powerful ability to
extract image features [7, 24, 25, 30]. At the same time, it also has
an effect on the task of general object detection. Object detection is
a basic research direction in the field of computer vision, providing
basic information for other advanced computer vision analysis
tasks. According to the pipeline of object detection, the current
object detector can be divided into two categories: one-stage object
detector and two-stage object detector. The one-stage detectors
mainly include SSD [13], YOLO [1, 18–20], etc. And the two-stage
detector mainly includes Fast-RCNN [5] and its variants [6, 11, 21].
Face detection is a subtask of general object detection. Since the
one-stage detector is more efficient, face detectors are usually based
on one-stage object detectors (SSD [13], etc.).

To improve the performance of the face detector, researchers
have explored in various aspects. Some methods improve perfor-
mance by designing specific structures in the detector. PyramidBox
[26] utilizes the context information to improve the face detection
results. FANet [33] designs a novel hierarchical feature pyramid
to better merge the feature maps of different stages. SRN [3] is
inspired by the RefineDet [36]. It appends a refinement branch to
refine the classification results for small objects and regression re-
sults for large objects. Other methods improve the accuracy through
multi-task joint training. DFS [27] propose a semantic segmentation
branch to best utilize detection supervision information meanwhile
applying attention mechanism in a self-supervised manner. Reti-
naFace [4] manually annotate five facial landmarks on the WIDER
FACE [31] dataset and observe significant improvement in hard
face detection with the assistance of this extra supervision signal.
Beyond these, there is the strategy for anchor mining. HAMBox
[14] proposes an online high-quality anchor mining strategy, which
explicitly helps outer faces compensate with high-quality anchors.
In pursuit of speed, lightweight face detectors have also been pro-
posed. MTCNN [34] designs a cascade CNNs to filter background
patches in a coarse to fine way. Faceboxes [35] is based on the SSD



[13] framework and propose several useful modules for building
efficient networks. EagleEye [37] designs five strategies for build-
ing efficient face detectors which shows a good trade-off between
high accuracy and fast speed on the popular embedded device
with low computation power. In order to improve the accuracy as
much as possible, some face detectors are often over-parameterized.
Therefore, it is difficult to apply in practice because they are com-
putationally expensive. On the contrary, there are also some face
detectors that oversimplify parameters in pursuit of speed. It often
causes a cliff-like drop in performance. Therefore, how to trade
off the speed and performance of the face detector has become a
question worth discussing.

Knowledge Distillation. Knowledge distillation is a common
method of model compression. The main purpose of knowledge
distillation is to transfer the knowledge of the teacher network to
the student network. It allows the student network to have the
same generalization performance as the teacher network while
maintaining the original parameter amount. Since Hinton et al.
proposed knowledge distillation for training the student through
the output of the softmax layer of the teacher network [8], a vast
number of methods for knowledge distillation have emerged.

According to the form of knowledge for distillation, it can be
divided into two categories: knowledge from probability and knowl-
edge from intermediate layers. For knowledge from probability,
there are many recent works to study this. RKD [17] proposes
distance-wise and angle-wise distillation losses that penalize struc-
tural differences in relations. Ensemble Distribution Distillation
[15] proposes a way to both preserve the distributional information
of an ensemble and improve the performance of a Prior Network. In
addition to the above, distilling the knowledge from intermediate
layers is also followed by many researchers. FitNets [22] trains the
student with a deeper network but fewer channels. Attention trans-
fer [32] trains the student by imitating the attention map of the
teacher’s. Besides, similarity-preserving KD [28] proposes a new
form of knowledge distillation loss that is inspired by the observa-
tion that semantically similar inputs tend to elicit similar activation
patterns in a trained network.

In addition to image classification, knowledge distillation is also
surveyed by some prior works in object detection tasks. Since the de-
tection task which consists of classification subtask and regression
subtask is more complicated than the image classification. Wang et
al. propose distilling object detectors by imitating the fine-grained
feature [29]. Chen et al. propose a hierarchical distillation technique
for pedestrian detection [2]. Zhu et al. propose the mask guided
structure including not only the entire feature map but also region
features covered by the object [38].

In the above method, they are similar in imitating the pixel on the
feature map. Their difference lies in the selection of feature maps or
pixels on the feature maps. Although their work has promoted the
development of distillation in detection tasks, they still have some
limitations. Since the feature map of the detection task mixes the
features of classification and the features of regression, imitating
pixels directly means taking the same sample for the regression
subtask and the classification subtask. However, different subtasks
have different requirements on samples. Specifically, training clas-
sifiers require both positive samples and negative samples, while
training regressors only need positive samples. Taking the same

sample for different subtasks often leads to suboptimal results. Our
method uses decoupling to separate classification features and re-
gression features, so as to select the samples needed for different
subtasks. In addition to using the imitation feature to distill the
detector, there are also some methods to extract knowledge in the
probability maps. Jin et al. propose a novel loss function based on
knowledge distillation to boost the performance of lightweight face
detectors [10]. Inspired by this, in addition to imitating the feature
map, we also combined the similarities between the probability to
further improve the performance.

3 METHOD
Figure 1 demonstrates the pipeline of proposed task decoupled
knowledge distillation method. It uses a heavyweight teacher face
detector to improve the lightweight face detector by mimicking
their feature maps. Based on the fact that detection task has two
subtasks, i.e. the classification subtask and the regression subtask,
we make two improvements in the knowledge distillation. Firstly,
we propose the feature decoupling method to decouple the feature
maps of both the teacher and student. Secondly, we propose the new
sampling strategy to choose different samples in distilling the two
subtasks. Besides feature imitation, we also perform the probability
distillation to boost the accuracy of the student network.

3.1 Baseline face detector
To validate the proposed distillation method, we choose EagleEye
[37] as our baseline. EagleEye [37] is a lightweight face detector
based on the single-stage detection method SSD [13]. The backbone
it takes is the 1/8 MobileNet [9] which is the pruned MobileNet
[9] with the channel numbers of each layer equals to the 1/8 of
the original MobileNet [9]. To further increase the speed of the
network, it adopts successive downsampling convolutions at the
beginning of the network. Meanwhile, it uses an efficient context
module, information preserving activation function and focal loss
to significantly improve the accuracy of the lightweight detector
without adding too much computation costs. EagleEye [37] shows a
good trade-off between high accuracy and fast speed on the device
with low computation power.

Since the code of EagleEye has not been released, in this paper, we
implement it by ourselves with one slight modification. Specifically,
we design a new context module with the same structure of SSH
[16] context module, but we use depthwise convolutions instead of
vanilla convolutions.

3.2 Feature decoupling and sampling strategy
As discussed in the introduction, we decouple the task of distilling
face detection into two distillation subtasks, which are the classifi-
cation and the regression. In this subsection, we firstly introduce
how we decouple the detector. After decoupling, we introduce the
novel sampling strategy that guides us to select pixels on the feature
map for distillation. Finally, we design the loss function based on
sampling strategy.

Feature Decoupling. Since the single-shot face detectors usu-
ally use multiple branches to generate the detection results. Usually,
the last feature maps of each branch are used for generating the
last classification and regression results. In this paper, we call these
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Figure 1: Overview of the task decoupled knowledge distillation method.

feature maps as predicting feature maps. The two subtasks share
the same predicting feature map in almost all detectors, before
using our sampling strategy, it is necessary to decouple the cou-
pled predicting feature maps into separate features before distilling.
We design a novel feature decoupling method, which introduces
no extra calculations at the inference time of the student detector.
As shown in Figure 1, we decouple the mixed features of teacher
network by adding a convolution layer before the predicting con-
volution of each subtask respectively, while the prediction feature
map of the student network remains coupled. When distilling, we
convert coupled features from the student into separate features by
adaption convolution. Note that the adaption convolution only ex-
ists during distillation, and is removed during inference. Therefore,
the structure of the student is not affected by the feature decoupling.
So the runtime efficiency of the lightweight student is kept.

Sampling Strategy. The purpose of our sampling strategy is
to select different samples on different subtasks for imitation. When
training the single-stage detector, the classification subtask is trained
with both positive samples and negative samples, and the regression
subtask is trained only with positive samples. To ensure consistency,
we take the same sampling strategy when performing knowledge
distillation. In the classification subtask, we select positive samples
and negative samples on the feature map for distillation, while in
the regression subtask, we only select positive samples. To prevent
that a large number of negative samples might dominate the loss
in the classification subtask, we collect the top-ranked samples in
descending order of loss value, i.e. hard negative samples. Borrowed

by the practice in OHEM [23], the number of the negative samples
we collect is three times as many as positive samples.

Loss Function. The loss function of distillation is divided into
two parts, one is the loss of the classification subtask, the other is the
loss of the regression subtask. The loss function of the classification
subtask for distillation is defined as following:

LD1 =
1

2N1

W∑
i=1

H∑
j=1

C∑
c=1

Pi j (f (s)i jc − ti jc )
2 (1)

where N1 =
W∑
i=1

H∑
j=1

Pi j (2)

Here, H , W , C means the shape of the feature map and the
subscript ijc is the coordinates to a pixel in the feature map. f
means classification adaption convolution which transforms mixed
features to classification features, and the parameter s represents
mixed features of the student network. t represents classification
features in the decoupled teacher network. P indicates the binary
mask which consists of integers 0 and 1. The positions of all posi-
tive samples and difficult negative samples (top-ranked samples in
descending order of loss) are 1, the rest are 0. N1 means the number
of positive samples in the classification subtask.

Similarly, the loss function of the regression subtask is defined
as following:

LD2 =
1

2N2

W∑
i=1

H∑
j=1

C∑
c=1

Qi j (д(s)i jc −vi jc )
2 (3)



where N2 =
W∑
i=1

H∑
j=1

Qi j (4)

Different from the symbol in the classification subtask, д means
regression adaption convolution while v represents regression fea-
tures in the decoupled teacher network. Q indicates the binary
mask. The position of all positive samples is 1, and the rest is 0. N2
means the number of positive samples in the regression subtask.

Finally the loss of feature imitation is defined as the sum of LD1,
LD2:

Limitation = LD1 + LD2 (5)

3.3 Probability distillation
Similar to the probability distillation of image classification, our
method uses the probability of the teacher’s output as a soft label
to supervise the probability of the student’s. Since the one-stage
detector will tile dense anchors on the image, the probability of its
output represents the probability of the corresponding category
for each anchor. At the same time, only a small part of the anchors
are assigned to ground truth faces objects, most of the anchors
belong to the background. When we select the probability of all
anchors output by the detector for distillation, since most anchors
only carry meaningless background information, they will occupy
a dominant position in the loss, thus overwhelming meaningful
samples.

Therefore, we only select samples with a large amount of in-
formation for distillation. Therefore, we have designed a mask to
filter out samples with a small amount of information. As shown
in Eqn.6, symbol X represents the mask, the subscript i represents
the i-th probability, p means the probability of the teacher’s output,
q means probability of the student’s, M means the number of all
samples, N means the number of selected samples.

Lprob =
1
N

M∑
i=1

Xi (pi − qi )
2 (6)

where N =
M∑
i=1

Xi (7)

In order to choose the probability with effective information, we
think that the uncertain samples predicted by the teacher network
are regarded as effective probability. That is, the output probability
of teacher network is close to 0.5. The greater the uncertainty
of the teacher network, the more difficult it is to distinguish the
foreground and background. At the same time, it can also reflect
the similarity of its foreground and background to a certain extent.
The specific definition of Xi is as follows:

Xi =

{
1 T < pi < 1 −T

0 otherwise
(8)

where 0 ≤ T < 0.5 (9)
The symbol p represents the probability of teacher output. And

the subscript i represents the i-th probability. T is the hyperpa-
rameter which ranges from 0 to 0.5. It represents the threshold of

teacher’s prediction uncertainty. When the threshold T is closer to
0.5, it represents an increase in the uncertainty of these samples.
The average amount of information per sample increases, but the
total amount of samples decreases. Conversely, when the threshold
T is closer to 0, it represents a decrease in the uncertainty of these
samples. The average amount of information per sample decreases,
but the total amount of samples increases.

The loss function of the original detection task, denoted as Ldet ,
consists of regression loss and classification loss. Limitation means
the loss of feature imitation, Lprob means the loss of probability
distillation. The final overall loss is as follows:

Ltraininд = Limitation + Lprob + Ldet (10)

3.4 Implement details
Before sampling, we need to define positive samples and negative
samples. Similar to [29], we calculate the intersection over union
between the ground truth and all anchors. And we find the max-
imum one, denoted as MaxIoU. Then we get a threshold value θ
which is calculated as half of the MaxIoU. Next, the anchors whose
IoU with the ground truth is larger than θ are defined as positive
anchors. The pixels on the feature map corresponding to positive
anchors are defined as positive samples. Meanwhile, the remaining
pixels are defined as negative samples.

For training details, we train the detector on 2 NVIDIA Titan
X GPUs, with a batch size of 32 (=16 × 2) for 80 epochs with the
learning rate starting from 0.02 multiplying 0.1 at the 55th and the
68th epoch, respectively. And for distilling details, we employ the
EagleEye [37] 6× as the teacher network when distilling EagleEye.
That is, we increase the number of channels in the backbone of
EagleEye [37] by 6 times while other parameter settings remain
unchanged. Due to the large graphics card memory occupied by
RetinaFace [4] and FaceBoxes [35], limited by hardware, we use
3 times corresponding to their own size as the teacher network.
Before distilling, we use a regular training method (just use ground
truth to supervise the network) to get the student network and
teacher network. Then we use the model trained in an ordinary
way as our pre-trained model, and use the trained teacher network
for distillation. Finally, we combine feature imitation and probability
distillation to distill at the same time.

4 EXPERIMENTS
4.1 Dataset
We train our face detector on WIDER FACE [31] training set and
report face detection performance on the validation set. Wider Face
dataset [31] is a large face detection dataset. It has 32,203 images
with 393, 703 annotated faces, varying largely in scales, poses, oc-
clusions, and illuminations. The images are divided into three splits,
including 40% for training, 10% for validation, and 50% for testing.
The faces are classified into three subsets according to their levels
of detection difficult: Easy, Medium, and Hard. Generally, the Hard
subset contains a great number of tiny faces. The official evaluation
metric is the Average Precision (AP) for each subset. If not specified,
we use single-scale testing at the resolution of the original image
by default. For the evaluation metric of running speed, we take



Table 1: Compare the impact of different thresholds T on
performance.

T Easy Medium Hard
0 88.1 83.2 48.6
0.1 89.2 84.2 49.0
0.2 88.8 83.9 49.0
0.3 88.6 84.0 49.0
0.4 88.3 83.4 48.9

Table 2: Compare with other distillation methods. TDKD:
Task decoupled knowledge distillation method.

Method Easy Medium Hard
Teacher 93.3 90.7 58.8
Student 86.3 81.0 46.2
Vanilla Distillation 86.8 80.7 45.6
Fine-grained Feature Imitation [29] 86.8 81.1 47.0
Novel Loss KD [10] 87.3 82.3 46.8
TDKD (ours) 89.2 84.2 49.0

Table 3: Compare the effect of TDKD on other lightweight
face detectors. TDKD: Our proposed task decoupled knowl-
edge distillation method.

Method Easy Medium Hard
FaceBoxes-teacher 87.7 81.9 44.5
FaceBoxes 82.6 75.5 38.8
FaceBoxes+TDKD 84.6 77.8 40.3
RetinaFace-teacher 90.7 89.3 84.3
RetinaFace 87.6 85.8 79.6
RetinaFace+TDKD 89.6 87.9 81.4

advantage of NCNN 1 to accelerate the model inference and timing
is performed on the Raspberry Pi 3b+ which uses a quad-core ARM
Cortex-A53 processor. In this section, we report the FPS (Frames
Per Second) of the models at 640 × 480 resolution inputs.

4.2 Compare the impact of different thresholds
T on performance

As shown in Table 1, we explored the effect of different thresholds
T on performance. We found an interesting phenomenon: when
T is equal to 0, the accuracy of the network is the worst. When
T increased from 0 to 0.1, the accuracy suddenly increased and
reached the highest at the same time. Continuing to increaseT , the
result tends to be stable. According to Eqn.8, it can be seen that when
1https://github.com/Tencent/ncnn

T is equal to 0, the distribution of the selected probability interval
is from 0 to 1.0. That is, we select all the probability as samples for
distillation. In order to ensure the accuracy of the detection, the one-
stage detector will tile dense anchors on the image. And they are
mainly dominated by easy positive and negative samples, as shown
in Figure 2. Therefore, when we remove these samples and let the
network focus on those samples that are difficult to distinguish in
the teacher network, it helps students learn the similarities between
the classes, thereby improving the accuracy of the student network.
As shown in the first two rows of the Table 1, when the value of
T is set to 0.1 to filter easy samples, the accuracy is significantly
improved compared to 0, which further proves our conjecture. As
the value of T increases, the difficulty of the samples increases.
However, the number of samples decreases. Therefore, when the
value of T increases from 0.2 to 0.4, the accuracy change is less
obvious in the bottom three columns of the table. Finally, we set
the threshold T to 0.1 as our final result.

4.3 Effectiveness of each strategy
In Table 4, we demonstrate the effectiveness of each strategy. We
apply the feature decoupling imitation and probability distillation
to the lightweight face detector, EagleEye. As shown in the fifth
and sixth columns, the accuracy is improved slightly, i.e. 0.1% and
0.4% AP improvements in the Easy and Medium subsets. Note that
our feature decoupling method does not change student network
structure as well as introduce any extra calculations. We think that
it is easier to transfer knowledge through separate features than
mixed features. Therefore, a slight improvement has been achieved
while the student network keeps unchanged. As shown in the sixth
columns and the seventh columns of Table 4, along with the sam-
pling strategy, the accuracy has been further improved by 0.9%,
1.3%, 1.8% AP in the Easy, Medium, and Hard subsets. It proves the
effectiveness of our sampling strategy. The samples required for dif-
ferent subtasks are indeed different. Besides, selecting hard negative
samples to the classification subtask can improve the discriminating
ability of classifier. After that, we combine the probability distilla-
tion with feature decoupling imitation. As shown in the last two
columns of Table 4, the performance is further improved by 1.4%,
1.4%, 0.2% AP in the Easy, Medium and Hard subsets respectively.
Comparing vanilla distillation methods, our method surpasses it
by 2.4%, 3.5%, 3.4% AP in the Easy, Medium, and Hard subsets. De-
coupling the network and selecting different samples for different
subtasks can further improve the effect of feature distillation in
the detector. In the end, compared to the network without distil-
lation, our method surpass the baseline by 2.9%, 3.2%, 2.8% AP in
the Easy, Medium, and Hard subsets. It can be seen AP in the Hard
subset gets the most benefits. Limited by the amount of parameters,
lightweight face detectors tend to perform poorly on small faces.
By knowledge distillation, the knowledge learned by the teacher
network can be transferred to the student network, especially the
knowledge about small faces, which brings a large increase in AP
on Hard subset.



Table 4: Effectiveness of each strategy.

Strategy Teacher Our Impl.
Vanilla Distillation ✓
Fine-grained Feature Imitation [29] ✓ ✓ ✓ ✓
Feature Decoupling ✓ ✓ ✓
Sampling Strategy ✓ ✓
Probability Distillation ✓

Easy 93.3 86.3 86.8 86.8 86.9 87.8 89.2
Medium 90.7 81.0 80.7 81.1 81.5 82.8 84.2
Hard 58.8 46.2 45.6 47.0 47.0 48.8 49.0
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Figure 2: Probability distribution histogram of teacher out-
put

4.4 Distillation on different face detectors
In Table 3, we apply our distillationmethod to other lightweight face
detectors, i.e RetinaFace [4] and FaceBoxes [35]. We use mobilenet-
0.25 RetinaFace [4] as the student network. The corresponding
teacher network is three times the size of the student network, that
is, we multiply the number of channels in each layer of the student
network by 3 to get the teacher network. Since the RetinaFace [4]
only reports the AP in the Hard by testing with the short side of the
image scaling to 1600 in the paper, we also report the results under
the same condition for fairness. We use PyTorch to implement
RetinaFace [4]. Under the same testing condition, our AP in the
Hard reached 79.6%, which is 1.4% higher than the 78.2% reported
in the paper. After distillation, our method has further improved
2.0%, 2.1%, 1.8% AP in the Easy, Medium, and Hard subsets. It is
worth noting that our results are 3.2% AP higher than the results
reported by the paper in the Hard subset. As for FaceBoxes [35],
after equipped with TDKD, AP increased by 2.0%, 2.3%, and 1.5%
in the Easy, Medium, and Hard subsets, respectively. We apply the
parameters set on the EagleEye directly to these methods without
further adjustment, and the accuracy has steadily improved without
introducing any extra calculation. It can be seen that our method is
generally applicable to lightweight face detectors.

4.5 Compare with other distillation methods
In Table 2, we used EagleEye as the baseline and compared other
distillation methods. For the vanilla distillation method, we imitate
all the pixels on the feature map. Compared with the baseline,
although it has improved by 0.5% AP in the Easy subset, it has
dropped by 0.3% and 0.6% AP in the Medium, and Hard subsets,
respectively.We think it is because the ratio of the positive sample to
the negative sample is larger if the scale of anchors become larger.
In this case, it will not cause the imbalance of the positive and
negative samples. As the anchor scale becomes smaller, the number
of negative samples increases sharply, resulting in an imbalance
between positive and negative samples. For the Easy indicator, the
accuracy is slightly improved due to the large proportion of big
faces. For the Medium and Hard indicators, because they have a
large proportion of small faces, the accuracy decreases. Besides,
there are more small faces in the Hard subset, compared with the
Medium subset, it declines more severely. This phenomenon further
confirms our conjecture.

And for fine-grained feature imitation, its main idea is to select
some pixels on the feature map which are close to ground truth
boxes. It avoids the problem of sample imbalance caused by small
anchors. Compared with the vanilla distillation, it mainly improves
the AP in the Medium and Hard subsets, which are improved by
0.4 % and 1.4 %, respectively. But compared to the baseline, it is
increased by 0.5%, 0.1%, 0.8%AP in the Easy, Medium, Hard subsets
respectively. Different from the featuremap imitation, the novel loss
KD directly imitates the probability map instead. Compared with
baseline, it is improved by 1 %, 1.3 %, 0.6 % AP in the Easy, Medium
and Hard subsets respectively. It mainly improved AP in the Easy
and Medium subsets, but the AP improved in the Hard subset is
relatively weak. Compared with the above methods, the method we
proposed has been significantly improved AP in the Easy, Medium,
and Hard subsets. We lead by a large margin with vanilla distillation,
i.e. 2.4 %, 3.5 %, 3.4 % AP in the Easy, Medium, and Hard subsets.
At the same time, the method of comparing fine-grained feature
imitation and novel loss KD has also improved significantly, with 2.4
%, 3.1%, 2.0% and 1.9%, 1.9%, 2.2% AP improved in the Easy, Medium
and Hard subsets compared with fine-grained feature imitation and
novel loss KD. In the end, our method is 2.9%, 3.2%, 2.8% AP higher
than the baseline without introducing any extra calculations in the
Easy, Medium, and Hard subsets respectively.
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Figure 3: Precision-recall curves on WIDER FACE validation sets.

Table 5: Comparison with state-of-the-art lightweight face detectors. EagleEye* is the self implemented EagleEye. TDKD: task
decoupled knowledge distillation. SymbolM represent Multi-scale testing.

Approach Easy Medium Hard FPS

1/8 MobileNet-SSD 74.7 65.5 34.7 10
Faceboxes [35] 82.6 75.5 38.8 3.4
EagleEye [37] 84.1 79.1 46.2 20
EagleEye* 86.3 81.0 46.2 19.8
EagleEye*+TDKD 89.2 84.2 49.0 19.8

MTCNN(M) [34] 85.1 82.0 60.7 5.4
EagleEye*(M)+TDKD 88.8 86.8 74.0 -

4.6 Comparison with state-of-the-art
lightweight face detectors

In Table 5, we further compare our method with other state-of-the-
art lightweight face detectors. Since MTCNN [34] uses the image
pyramid as input for better dealing with multi-scale faces, we also
report the results equipped with image pyramid for a fair compar-
ison. It is marked as symbol M after the corresponding method
in the bottom half of the table. In single-scale test results (i.e. in
the top half of the table), our method surpasses all the methods in
accuracy while maintaining the fastest speed. Specially, compared
with EagleEye, the accuracy of our method is 5.1%, 5.1%, and 2.8%
AP higher in the Easy, Medium, and Hard subsets, respectively. In
multi-scale results, our method still surpasses MTCNN [34] by a
large margin in accuracy. It shows that significant improvements
have been achieved by our methods in face detection without in-
troducing any extra computation. As for speed, our method is only
0.2 FPS slower than EagleEye. Since we use a stronger baseline,
EagleEye*. With adding a few calculations, we get 2.2% and 1.9% AP
improvements in Easy and Medium subsets, respectively. Still, our
method is faster than any other method. In particular, it’s nearly
twice as fast as 1/8 MobileNet-SSD.

5 CONCLUSION
In this paper, we propose a task decoupled knowledge distillation
method for lightweight face detectors. Through the feature de-
coupling and sampling strategy we proposed, we perform a more
accurate sampling of two tasks in the detection task, thereby reduc-
ing the sample noise in feature distillation. Moreover, we propose
a simple but effective method to conduct probability distillation
for the detectors. The feature ablation experiments show that our
strategies are effective. Since knowledge distillation is not related
to the network itself, we can integrate it with any lightweight face
detector without introducing any extra calculations. In the end, by
simply applying our method, we successfully build a new light-
weight face detector. It achieves the new-state-of-the art on both
the runtime efficiency and accuracy.
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