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A Point-Line VIO System With Novel Feature
Hybrids and With Novel Line Predicting-Matching

Hao Wei"”, Fulin Tang

Abstract—Weak texture and motion blur are always challenging
problems for visual-inertial odometry (VIO) systems. To improve
accuracy of VIO systems in the challenging scenes, we propose a
point-line-based VIO system with novel feature hybrids and with
novel predicting-matching for long line track. Point-line features
with shorter tracks are categorized into “MSCKF” features and
with longer tracks into “SLAM” features. Especially, “SLAM”
lines are added into the state vector to improve accuracy of the
proposed system. Besides, to ensure the reliability and stability
of detection and tracking of line features, we also propose a new
“Predicting-Matching” line segment tracking method to increase
the track lengths of line segments. Experimental results show that
the proposed method outperforms the state-of-the-art methods of
VINS-Mono [1], PL-VINS [2] and OpenVINS [3]) on both a public
dataset and a collected dataset in terms of accuracy. The collected
dataset is full of extremely weak textures and motion blurs. On this
dataset, the proposed method also obtains better accuracy than
ORB-SLAM3 [4].

Index Terms—Visual-Inertial SLAM, SLAM.
I. INTRODUCTION

VER the years, visual simultaneous localization and

mapping(V-SLAM) or visual-inertial odometry(VIO)
systems have been widely used for a range of applications, such
as robot navigation, autonomous driving, and virtual reality [5],
[6]. Most existing approaches rely on point features, which can
perform well in textured scenes. In some challenging conditions,
such as weak texture scenes and motion blur situations, the per-
formance of point-based SLAM/VIO systems will degenerate or
even collapse. At present, the combination of point and line seg-
ment features is an effective method to address those problems,
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which has been investigated in many studies [2], [7]-[9]. How-
ever, the accuracy of the existing point-line-based SLAM/VIO
systems is still insufficient in challenging conditions.

On the one hand, for VIO systems, feature detection and
tracking are important for accuracy. The current detection and
tracking of line features are still unstable [10]. In particular, in the
weak texture scenes and motion blur situations, line extraction
and tracking are easy to break and are with very short frames,
which causes great decreases of the accuracy of VIO systems. To
address this problem, we propose a novel “Predicting-Matching”
line segment tracking method. For matching the failing lines, we
directly calculate predicting lines and use the predicting lines to
match with the detected lines. With the proposed method, we can
obtain more line features with long tracks, which will improve
accuracy of the proposed VIO system indirectly.

On the other hand, the current line features are not utilized in
a SLAM/VIO system fully. To make full use of the information
from line features, we propose a novel hybrid point-line-based
VIO framework. In [11] and [3], it has been proved that the
hybrid use of point features could improve the accuracy of VIO
systems. Inspired by this, we combine point and line segment
features in a novel hybrid way. The hybrid has three meanings:
(1) hybrid use of point and line segment features, (2) hybrid
use of “MSCKF” points and “SLAM?” points, (3) hybrid use of
“MSCKF” lines and “SLAM?” lines. For the classical MSCKF
method, there are only “MSCKF” features. In the proposed
system, features with short tracks will be processed as “MSCKF”
features, and features with long tracks will be processed as
“SLAM” features. “SLAM” features are added into the state
vector and updated iteratively to obtain accurate 3D positions.
Afterward, the updated “SLAM” features are utilized to correct
camera poses further. Therefore, the proposed method in this
hybrid way can improve the accuracy.

The main contributions are summarized as follows:

1) A novel hybrid point-line-based VIO framework is pro-
posed. For the first time, point and line segment features
are both utilized in a hybrid way. We categorize “MSCKF”
features as with shorter tracks and “SLAM” features as
with longer tracks. They are used differently.

2) A “Predicting-Matching” line segment tracking method is
proposed, which will significantly increase track lengths
of line segments and improve accuracy of the proposed
VIO system.

3) Experimental results validate the effectiveness of our
methods. In particular, our method outperforms the state-
of-the-art methods of VINS-Mono [1], PL-VINS [2] and
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OpenVINS [3] on a public dataset and a collected dataset
in term of accuracy. And also the proposed method obtains
higher accuracy than ORB-SLAM3 [4] in weak texture
and motion blur situations.

The rest of the letter is organized as follows. We discuss the
related work in Section II. The details of the proposed hybrid
point-line-based VIO system are presented in Section III. In
Section IV, we introduce the proposed “Predicting-Matching”
line tracking method. And in Section V, we provide experimental
results. Conclusions and future work are given in Section VI.

II. RELATED WORK

In this section, we review point-line-based SLAM/VIO sys-
tems, and please refer to [10] for a review of line segment
tracking algorithms. There are two possible formulations of
the estimator for SLAM/VIO which can be broadly categorized
into the filtering-based methods and optimization-based meth-
ods [12].

Optimization-based System: Optimization-based
approaches use bundle adjustment or graph to directly solve
a nonlinear least-square problem over a set of measurements.
Ruben et al. [9] used line segments to improve the robustness of
SLAM systems in the scenes with weak-texture and illumination
changes. In this work, 3D endpoint-pair parametrization is used
to represent 3D line features. Zhang et al. [13] developed a
stereo graph-SLAM system to build a 3D line-based map.
Zuo et al. [14] presented a robust and efficient visual SLAM
system that utilized point and line features. They [2], [7]
leveraged line features to improve localization accuracy, which
is based on VINS-Mono [1]. In [2], [7], [13], [14], the Pliicker
representation is used for 3D line initialization and projection,
and orthonormal representation is used for optimization.
Typically, optimization-based systems are more accurate, but
with high computational cost [15], [16].

Filtering-based System: Compared with optimization-based
systems, filtering-based methods are still popular due to their
efficiency. In this letter, we focus on EKF-based algorithms.
Thomas et al. [17] considered the internal constraints of Pliicker
representation during the update step of Kalman filter. Zhang
et al. [18] presented a monocular method that uses vertical
and floor line features to build a line-based partial 3D map.
Zou et al. [19] proposed a visual-inertial SLAM system that
uses line features with prior orientation, termed as struct lines.
Zheng [15] presented a filtering-based stereo visual-inertial
odometry method using both point and line features. Yang [20]
designed a tightly-coupled monocular VIO system that leverages
point and line features, and the designed system uses the closest
point line representation. However, line landmarks were not
included in the state vector.

This letter proposes an efficient filtering-based monocu-
lar VIO system using both point and line features. Different
from [15] and [20], the line features with long tracks are added
into the state vector, and the line features with short tracks
are updated according to MSCKF [21] algorithm. Moreover,
in order to improve the track lengths of line segments in weak
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texture scenes, we propose a new ‘‘Predicting-Matching” line
segment tracking method.

III. THE PROPOSED HYBRID POINT-LINE-BASED VIO SYSTEM

In this letter, we propose a hybrid point-line-based VIO sys-
tem, which is composed of image processing (Section III-A),
hybrid point and line features (Section III-B), update MSCKF
features (Section III-D), update SLAM features (Section III-C)
and error-state Kalman filter (Section III-E), as shown in Fig. 1.
When a new image comes into the proposed system, we use IMU
sequences to propagate the state vector and covariance matrix.
And then, we use feature measurements to update the system. We
detect and track both point features and line segment features.
For the first time, point and line features are both utilized in
a hybrid way. They are divided into “MSCKF” features and
“SLAM” features, based on their track lengths. We use the
classical MSCKF algorithm to process the “MSCKF” features.
Notably, “SLAM” features are added into state vectors and
continuously iteratively optimized to obtain more accurate 3D
positions. Lastly, both “MSCKF” and “SLAM” features can
offer measurement Jocabian matrices to update the system state
vector and covariance matrix.

The state vector of the proposed VIO system is comprised
of the current IMU state x7, ¢ cloned IMU states in a sliding
window xZ, denoting camera poses, m “SLAM” points x%, and
n “SLAM” lines xf. At time k, the state vector can be defined
as:

T
XkZ{X? xg xg xﬂ . (1)

The IMU state x? is described as [11]:

T
xi = [a” Opf, VI MBI Il @)
where 8“ q is the unit quaternion representing the rotation from
the global frame {G} to the IMU frame {1} at time k. “p] _and
GVITk are velocity and position of the IMU with respect to {G'},
and 7+ bgT and T*b?" are the gyroscope and accelerometer biases

of IMU measurements, respectively. X has the following form:

T
In_q1 - In—c—
xc = {Cé‘ 'qt Cpiy . 4@l Gp{_c} )
The point features and line features in the state vector are given
by:

T
xp =[O Off “tn, 9L, @

xp = |G o1

T
car, el
where f is a 3 x 1 vector, and 1 is a 4 x 1 vector. There are
four degrees of freedom for a spatial line. Therefore, we use or-
thonormal representation to model the line features for minimal
parameterization.

A. Image Processing

Point Feature: For an input image, we extract about 250
FAST corners on it. In particular, to make the extracted features
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Fig. 1.

distribution evenly, we divide the input image into 6 x 4 grids
and then extract features in each grid. Afterward, we use the
sparse KLT optical flow algorithm to track the extracted features.
Last, the RANSAC algorithm is used to remove outliers.

Line Feature: The existing point-line-based VIO systems
use LSD [22] to detect and LBD [23] to match line segments.
However, both LSD [22] and LBD [23] are time-consuming. To
reduce the computational complexity of the proposed system,
we use FLD algorithm [24] to detect line segments. For line
tracking, we propose a new ‘Predicting-Matching” line segment
tracking method to improve the track lengths of line segments in
weak texture scenes. Please refer to Section IV for more details.

B. Hybird Point and Line Features

The purpose of this part is to categorize point or line features
as “MSCKF” features or “SLAM?” features based on their track
lengths. For the track results from Section III-A, we check their
track lengths first. When the track length of a feature is more
than a threshold, it will be added to the state vector, as “SLAM”
features. We set the threshold to 15, which is the same as the
number of camera poses in the state vector. We consider that
“SLAM?” features are stable features in the environment, and
these features can provide strict geometric constraints on the
camera poses. Therefore, “SLLAM” features are added into state
vectors and continuously iteratively optimized to obtain more
accurate 3D positions. Besides, we observe that the number
of “SLAM” lines is much less than “SLAM” points, which
motivates us to propose a new segment tracking algorithm. The
features whose track lengths are less than the threshold will
be processed as “MSCKF” features. Those features will not be
added to the state vector, and their measurements will only be
used once.

C. Update SLAM Features

For a “SLAM?” feature, we check whether the feature has
been added to the state vector first. If it is not added to the state

A block diagram illustrates the pipeline of the proposed VIO system. The blue-filled boxes represent the processing steps of line features.

vector, we need to initialize it to the state vector. Otherwise,
the new measurements of the feature will be used to update the
state vector and covariance matrix directly. Since the error-state
Kalman filter is used in the proposed system, point and line
measurement models should be defined to obtain residuals. We
focus on the line-based measurement model since the point-
based measurement model has been widely studied [3], [11],
[21].

Line Feature Measurement Model: For a line segment
GLgy in global frame { G}, its Pliicker representation in camera
frame {C} } can be denoted as:

YR (Gt R
Gi1, = ne; :gj TG = |G [G C.jijx G GL,
Cy 0 JR
(6)

where gj R and “t¢, are rotation matrix and translation vector
from the global frame {G'} to the camera frame {C} }. And we
use the following equation to project the /L = (nI', vI)T to
the image plane.

I Iy 0 0
1= 12 = KIIC = 0 fg; 0 ng, (7)
l3 _fycx _fxcy fzfy

where f., fy, ¢z, ¢, are intrinsic parameters of the camera.
And line segment residual e; is built based on the point-to
line distance between the projected line 1 and the tracked lines’
endpoints x¢ and x.:

xT'1
d(xs,1) VT
= = 1 N 8
€ d(xe, 1) x11 (3

VIE+IE

where x, = [us, vs, 1]7 and x. = [ue, ve, 17, and ug, vs and
Ue, Ve are pixel coordinates of start point and endpoint, respec-
tively.

Now, we obtain the line reprojection error e;. By linearizing
the line feature measurement model for camera poses and for
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“SLAM?” line 3D positions, the measurement can be denoted as:
e; ~ Hyx + H1 4 n, )

where H, and H; are Jocabians of the measurement to the state
and the line position, respectively, and nis a 2 x 1 noise vector.
Next, we will derive formulas to calculate Hy and H;.

Line Jacobian: We use Pliicker and orthonormal representa-
tion for line features. And we compute the Jacobians with respect
to line orthonormal representation © and camera pose 7" via the
chain rules:

861 6el ol 8Lc 8LW
= e—_—= ———— —_— 1
Hi=56 = Lo 0Ly 0O (10)
Hy — Oey @ 0l OL¢ (11

= 9T~ 0 dL¢ OT
Next, we stack all line residuals and Jacobians as follows:
HX1 Hl el1
H=| ... A=
me Hl

12)

m e,

Lastly, H and A can be used to update the state vector and
covariance matrix. Specially, we provide the update method of
line features.

Line Update: For line features in the state vector, if new
observations are obtained, the state vector needs to be updated
gradually. We transform line segment from orthonormal to
Pliicker, and then we extract U and W matrices from Pliicker
representation (U € SO(3), W € SO(2)) [13], and update U
and W by Lie algebra as follows:

U’ = Uexp([66],) = U (I+[56],) ,
W' = Wezp([0¢],) = W (I+[6¢],),

13)
(14)

where U’ and W' represent updated forms of U and W, respec-
tively. After updating, the updated Pliicker representation can
be extracted from U’ and W' and transformed into orthonormal
representation to complete the updating of line segment feature
in the state vector.

For “SLAM?” lines not added to the state vector, we should
calculate their 3D positions first, and then the above measure-
ment model is used to calculate their Jacobians and residuals.
Finally, these lines will be added to the state vector, and the
corresponding covariance matrix will be set with the Jacobians
H, and H;. In our implementation, we set the maximum number
for the point features to 75 and line features to 25 in the state
vector for efficiency. And the new features can not be added
until the added features are removed from the state vector due
to tracking failure.

D. Update MSCKF Features

For all “MSCKF” lines, we should calculate their 3D positions
first. The line triangulation method is introduced as follows in
detail.

Line Triangulation: Given a set of corresponding line mea-
surements and camera poses, the 3D positions of the lines can
be initialized from multiple views planes intersection. We use
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m T

Cy G

Fig. 2. Illustration of two-views line segment triangulation.

a line triangulation method which is based on n-views planes
intersection [25].

One of the classical methods to triangulate line segment
features is based on the two planes intersection [20]. In Fig. 2,
the 3D line L is projected to the C; and C'; image planes as 1;
and 1, respectively. Let s1, e; and s, e, be start points and
endpoints of line segments 1; and 15 in the camera coordinate
system, respectively. We use T; = {ij,G te, |j€1,2} to
denote camera poses for C; and Cs, where gj R describe rotation
matrix from global frame {G} to camera frame {C;}, and “tc;
is the optical center position of {C} } in global frame {G'}. Then
the endpoints in global frame {G} can be represented as:

{st = (G'RT)%s; 4% t,

5)
e} .

“e; = (¢'RT)%e; +% tc,.
The plane formed by the camera center Gtcj and the endpoints
(“s;, “e;) of the line segment 1; can be represented as 7;:

T

= (s =% te,) x (Fe; =T tc,) —Cte,(Os; < e)]

(16)

and then the dual Pliicker matrix L* of 3D line L can be computed
as:

c R4><4

T T [[V]x n (17)

L* = mm, —mem; =
2 27 T
-n 0

Finally, we can directly extract Pliicker coordinate (n”, v1)T €
RS of L.

The camera motion will affect the performance of line trian-
gulation. In [20], three kinds of degenerate motions that lead
to line triangulation failure are analyzed. We use n-views line
triangulation method to recognize the degenerate motion, and
the lines in degenerate motions will not be used to triangulate,
we will remove their measurements directly. For a 3D line L
which is projected to n image planes, we use M € R™*4 to
denote the plane matrix as:

T
M = [71'1 o mL} e R™4, (18)
We carry out singular value decomposition for M:
30
M=U vT, (19)
0 0
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Algorithm 1: Predicting-Matching Line Tracking Method.

Require: ]1, IQ, 13, Cl» CQ, (Cg, IMU1*>2, IMUQA,g, K
Ensure: Match result X;_,5, Xo_,3
1: X1_>2 <—FaStMa,tCh(Il,IQ,(Cl,CQ,IMUl_)27K)
2: Fl — MatchFail(Xlﬁg, (Cl)

Step1: Predicting

R < Integration(IMU; 2, K)
for [, € IF, do
P < SamplePoints(l;)
forp; € P do
p, «+ KLT(KRK 'p;)
RemoveOutlier(p,)
9: if p; € Inliers then
10: P’ < P'Up;
11: 1, P ... < FitLine(P')

12: Lo+ Lo Ul/z

e A

Step2: Matching

13: My < OverlapRemove(Cy, Lo)
14: Xo .3« FastMatch(IQ,I3,M2,(C3,IMU2H37K)
15: return X1*>2, X2*>3

where ¥ = diag(o1,02,...,0.),ando;(i = 1,2,...,r) areall
non-zero singular values. o is the largest eigenvalue and o5 is
the second largest eigenvalue. Then, if o1, 02 # 0, we have two
dominant planes 7r; and 7o. The 3D line L can be reconstructed
as Equation (17). If o5 = 0, it indicates that the camera is in
degenerate motion, which causes failures for line triangulation.
And possible degenerate camera motions include camera motion
along line direction, toward line direction and with pure rotation.
After line triangulation, the method [13] is used to recover spatial
3D line endpoints for visualization.

For “MSCKF” lines, most operations are the same as “SLAM”
lines. Differently, the Jacobian to line 3D positions need to be
eliminated from (9), because “MSCKF” lines are not added in
the state vector. We use left nullspace projection to eliminate H;
in this letter.

E. Error-State Kalman Filter

The proposed VIO system uses IMU measurements to propa-
gate the IMU state vector and covariance matrix. And the generic
nonlinear IMU kinematics can be found in [20]. Lastly, the
system performs an EKF update for state estimation.

IV. PREDICTING-MATCHING LINE TRACKING

In order to improve the track lengths of line segments in
weak texture scenes and motion blur situations, we introduce
anovel “Predicting-Matching” line segment tracking method in
this section. And the flow of the proposed line tracking algorithm
is shown in Algorithm 1. Since the proposed method can offer a
longer track length, the result of line triangulation will be more

8685

accurate. And the more precise 3D positions of line features
also result in more accurate camera poses. The proposed line
tracking method is partly based on our previous work [10], where
we proposed a fast line matching algorithm. In this letter, we
propose a novel “Predicting-Matching” strategy to increase the
track lengths of line features.

As shown in Algorithm 1, the proposed line tracking algo-
rithm contains predicting (Stepl) and matching (Step2). For
three consecutive images, denoted as I, I and I3, we detect
line segment features, denoted as C;, Co and C3, and we want
to get line match results of I; to I and I to I3, denoted as
X2 and X5, 3 respectively. We use our previous fast matching
algorithm [10] to get X;_,o.

Line detecting algorithms usually become unreliable under
weak texture scenes or motion blur situations. For example,
suppose a spatial line LL can be observed from I, I, and I3, and
the line does not be detected successfully in I5 due to serious
motion blur, but the line can be detected successfully in /; and I5.
In that case, the track length of the line is one. We use predicting
lines to address this problem.

After getting X;_,o, we find lines that fail to match in Cy,
represented as ;. For each line in [, we sample points P on
the line first and use an IMU-aided KLT algorithm to track the
sampled points, and then use strict geometrical constraints to
remove outliers. Next, we fit the remaining good track results
P’ to get the predicting line I; by a least-square method. In the
matching step, we remove the overlap lines first. In particular, we
prefer to retain the predicting lines since the predicting lines offer
longer track lengths. Lastly, we use the fast matching algorithm
again to get Xo_,3. Especially, both predicting line and extracted
lines in I» are used to matching with lines in /3. Compared
with the frame-to-frame matching method, our method can get a
longer track length, especially in the challenging environments.

V. EXPERIMENTS

In this section, the proposed system is tested on the EuRoC
MAV dataset [26] and a collected dataset. We compare the
proposed point-line-based VIO system with the state-of-the-art
point-based systems (ORB-SLAM3 [4], OpenVINS [3], VINS-
Mono [1]) and a point-line-based system (PL-VINS [2]). We
disable the loop closing module in ORB-SLAM3 [4], VINS-
Mono [1] and PL-VINS [2] to only test the odometry per-
formance. Besides, for ORB-SLAM3 [4] and OpenVINS [3],
we use their monocular-inertial configurations. All experiments
have been run in an Intel Core i7-CPU, at 3.2 GHz, with 32 GB
RAM. For all experimental results, we report the median of five
times.

A. Evaluation on EuRoC Dataset

The EuRoC MAV dataset [26] consists of 11 sequences in
three different environments, recorded by using a Micro Aerial
Vehicle (MAV). Each sequence contains IMU measurements,
synchronized stereo images, and accurate ground truth. In this
letter, we only use images from the left camera and IMU mea-
surements to evaluate the proposed VIO system. And we choose
root mean squared error (RMSE) of the absolute trajectory error
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TABLE I
PERFORMANCE COMPARISON IN THE EUROC DATASET (RMSE ATE IN METER). THE LOOP CLOSING MODULE IS DISABLED FOR ALL SYSTEMS.
AND ALL RESULTS ARE GAINED BY OUR COMPUTER WHILE KEEPING THEIR DEFAULT PARAMETER CONFIGURATION

Dataset MH_ 01 MH 02 MHO03 MH 04 MHO5 V101 VI1_02 VI_03 V2.0l V202 V203 Average
ORB-SLAMS3 [4] 0.019' 0.040' 0.038' 0.145' 0.076"  0.044'  0.015'  0.047' 0.045" 0.024' 0.078'  0.052!
VINS-Mono [1] 0.155 0.178 0.195 0.348 0.302 0.089 0.111 0.188 0.086 0.158 0.278 0.190

PL-VINS [2] 0.157 0.170 0.227 0.303 0.282 0.070 0.123 0.180 0.0812 0.116 0.277 0.181
OpenVINS [3] 0.085 0.144 0.095> 0.273 0.275 0.063 0.087 0.067> 0.111 0.073 0.222 0.136
Ours w/o Line Hybrid 0.074 0.132 0.127 0.2247 0.285 0.068 0.091 0.072 0.105 0.065 0.187 0.130
Ours w/o Line Predict 0.084 0.123 0.110 0.241 0.2622 0.060 0.089 0.074 0.114 0.064 0.180 0.127
Ours 00712  0.123  0.108 0.241 0267  0.057> 0.082> 0073  0.115  0.064> 0.144>  0.122?
- = ours
° —— orb-slam3
§ 44 = vins-mono
5 ——— pl-vins
g 34 — openvins
5 ‘ without-hybrid
;j 2 4 - —— without-predict
R B R
? :
8.0 17.0 25.0 34.0 43.0
Distance traveled (m) (a) Stairs Scene
Fig. 3. Relative pose error(RPE) comparison in V2-03 sequence.

(ATE) [27] and relative pose error (RPE) as the evaluation
metric. The ATE directly calculates the difference between the
ground truth and the estimated camera pose, which reflects the
overall performance of system. The RPE describes the pose
difference of two frames during a fixed time interval. It reflects
drift of the system. We compare accuracy of the proposed VIO
system with the state-of-the-art methods, and the results of ATE
and RPE are shown in Table I and Fig. 3 respectively. Obviously,
ORB-SLAM3 [4] achieves more accurate results than others in
all sequences due to local map refinement and global bundle
adjustment. But the trajectories of ORB-SLAM3 [4] are not
real-time, while other methods output real-time trajectories. This
means that the history camera poses of ORB-SLAM3 [4] are
optimized over time. Furthermore, the later experiments show
that accuracy of ORB-SLAM3 decreases greatly in challenging
scenes with weak texture and motion blur.

‘We can further observe that line segment features can improve
the performance on most sequences. For example, PL-VINS [2]
is more accurate than VINS-Mono [1], and the proposed method
get better accuracy than OpenVINS [3]. In summary, our method
using point and line features in a hybrid way achieves smaller
errors on most sequences. Particularly, in the most challenging
sequence V2_03, our method obtains the best performance
among VINS-Mono [1], PL-VINS [2] and OpenVINS [3] with
a wide margin. What’s more, when the hybrid line step is
turned off, or the proposed “Predicting-Matching” line tracking
method is not used, accuracy of the proposed system decreases
significantly. It proves the effectiveness of the proposed system
further.

B. Evaluation on Collected Dateset
To further evaluate the proposed method under real-world
scenarios, we record monocular images and IMU measurements

(b) Weak-texture Scene

Fig. 4. Line maps build by PL-VINS [2] and Ours. The green lines show the
camera trajectories. The left column images are examples in the scenes, the
middle column images are the results from PL-VINS [2], and the right column
images are the results from our method.

by holding a mobile phone (HUAWEI P30 Pro) in typical indoor
environments, including staircases, corridors, and offices. The
collected dataset contains four sequences in 2 different scenes.
In each scene, we collect two sequences, named as Easy and
Hard, based on different movement patterns. Both sequences
have challenging scenes such as weak texture scenes and motion
blur situations, as shown in the left column of Fig. 4. To evaluate
the proposed VIO method quantitatively in the collected dataset,
we enforce starting and ending points of each sequence to be at
the same position. And we use a printed ArUco marker [28]
to get camera trajectories at the beginning and the end for all
sequences. For all sequences, about 15.6% of all images have
ground-truth camera poses. As a result, the accumulated drift
along the whole trajectory can be measured, which is considered
as our evaluation metric, as [19] does.

We compare the proposed system with the state-of-the-art
methods, and the results are shown in Table II. The results show
the superiority of our method in the weak-texture scenes and
motion blur situations. Besides, we observe that the accuracy
of optical flow-based methods (VINS-Mono [1], PL-VINS [2],
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TABLE II
PERFORMANCE COMPARISON IN THE COLLECTED DATASET (RMSE ATE IN METER)

Dataset ORB-SLAM3  VINS-Mono  PL-VINS  OpenVINS  Ours w/o Hybrid Line  Ours w/o Predict Line ~ Ours  Length(m)
Weak-texture Easy (W_E) — 2.976 5.079 1.198 1.102 0.997 0.979 154
Weak-texture Hard (W_H) — 1.690 1.784 1.037 0.917 0.888 0.755 147

Stairs Easy (S_E) 0.563 1.077 0.474 0.337 0.320 0.192 0.108 128
Stairs Hard (S_H) 0.862 0.803 1.332 0.501 0.516 0.250 0.229 126
Average 0.713* 1.637 2.167 0.768 0.714 0.582 0.518 138
TABLE III
AVERAGE TRACK LENGTH OF LINE SEGMENTS ON THE EUROC DATASET
Dataset MH 01 MHO02 MHO03 MHO04 MHO5 V1.0l V102 V103 V20l V202 V203 Average
[10] 3.1 2.9 3.0 3.1 3.1 2.9 2.8 22 3.1 2.7 22 2.8
The Proposed Method 6.5 5.4 5.9 7.2 6.5 7.9 5.2 4.3 8.0 5.1 4.0 6.0
TABLE IV
AVERAGE TRACK LENGTH OF LINE SEGMENTS ON THE COLLECTED DATASET
Dataset W.E W_H S_E S_H Average
r 1 [10] 2.7 2.1 2.7 2.1 2.4
q s The Proposed Method 5.5 3.8 5.5 3.5 4.6
- TABLE V
(a) PL-VINS EXECUTION TIME COMPARISON ALONG PL-VINS, OPENVINS AND OURS

+

—

g‘ s

(b) Ours

Fig. 5. Trajectories of PL-VINS [2] and Ours obtain on the Stairs Hard
sequence. In this case, the camera travels on the second floor and then on the first
floor. Both trajectories on xz and xy planes are shown. The proposed method
outperforms the SOTA point-line-based method, PL-VINS [2].

OpenVINS [3] and Ours) is better than that of ORB-SLAM3 [4]
in challenging environments. In Weak-texture Easy and Weak-
texture Hard sequences, there are corridors with almost pure
white walls. In these sequences, ORB-SLAM3 [4] can not
extract and match enough stable feature points, which leads
to corruption. In particular, our method uses line features and
achieves the best accuracy. Compared with OpenVINS [3],
the average RMSE ATE error of our method is reduced by
0.169 meters. ORB-SLAM3 [4] can run successfully in the stair
scene, but obtains worse accuracy due to severe motion blur. In
addition, when the hybrid line step is turned off, or the proposed
“Predicting-Matching” line tracking method is not used in the
collected dataset, accuracy of the proposed system decreases
significantly.

Fig. 4 shows the line map obtained by the two point-line-based
methods (PL-VINS [2] and Ours). We can observe that the line
map built by PL-VINS [2] is relatively sparse and can not reveal
the structural information. However, our method can obtain
an accurate 3D line map in both stair scene and long straight

Mean execution time (ms)

Operation
PL-VINS [2]  OpenVINS [3]  Ours
Point Detection

& Tracking 15.0 3.0 3.0

Line Dection
& Tracking 320 - 13.0
MSCKEF Point Update — 6.3 6.3
MSCKEF Line Update — — 0.4
SLAM Point Update — 4.5 4.5
SLAM Line Update — — 0.2
Others 46.0 7.7 79
Total 93.0 21.5 353

corridor scene. Fig. 6 and Fig. 5 show the trajectories on the
Weak-texture Hard and Stairs Hard sequences, respectively. We
can see that the trajectories of the proposed method are smoother
and have less drift than others.

C. Predicting-Matching Line Tracking Method

In this part, we compare the average track length of line
features between the proposed method and the line tracking
method in [10] on the EuRoC and the collected dataset. The
results are shown in Table III and Table IV. We can see that the
average line length of line segments is significantly increased
when using the proposed “Predicting-Matching” line tracking
method.

D. Computation Time

Finally, we compare the computation time between the pro-
posed method and PL-VINS. We run them on the EuRoC
MH_04 sequence, with 752 x 480 image size. PL-VINS [2] is
an optimization-based methods. OpenVINS [3] and our method
are both filtering-based methods. From Table V, we can observe
that the filtering-based methods are more efficient than the
optimization-based method. The speed of our method is nearly
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Fig. 6.

2.6 times faster than that of PL-VINS [2]. For line segment
extraction and tracking module, our line extraction and tracking
method takes about 13.0 ms to process per image, while PL-
VINS [2] method takes 32 ms. In addition, it can be observed
that estimating MSCKF and SLAM line segment features in the
state vector for the proposed method only increases the time
consumption by 0.6 ms.

VI. CONCLUSION

In this letter, we propose a point-line-based VIO system with
a novel feature hybrid way and a novel predicting-matching
line segment tracking to deal with challenging scenes such as
weak texture and motion blur situations more robustly. For the
first time, point and line segment features are both utilized
in a hybrid way. To improve accuracy of the proposed VIO
system further, we propose a new “Predicting-Matching” line
segment tracking method. With the tracking method, the track
lengths of line segments in weak texture scenes are increased
significantly, which improves the accuracy indirectly. Extensive
experiments validate that the proposed method outperforms the
state-of-the-art methods (VINS-Mono [1], PL-VINS [2] and
OpenVINS [3]) on a public dataset and a collected dataset in
term of accuracy. The collected dataset is full of weak texture
and motion blur. Meanwhile, the speed of the proposed method is
2.6 times faster than that of the state-of-the-art point-line-based
VIO system of PL-VINS. In the future, we will employ planes
in SLAM systems to enhance accuracy and build meaningful
geometrical maps.
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