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Abstract—This paper aims to integrate the fuzzy control with 
adaptive dynamic programming (ADP) scheme, to provide an 
optimized fuzzy control performance, together with faster 
convergence of ADP for the help of the fuzzy prior knowledge. 
ADP usually consists of two neural networks, one is the Actor as 
the controller, the other is the Critic as the performance 
evaluator. A fuzzy controller applied in many fields can be used 
instead as the Actor to speed up the learning convergence, 
because of its simplicity and prior information on fuzzy 
membership and rules. The parameters of the fuzzy rules are 
learned by ADP scheme to approach optimal control 
performance. The feature of fuzzy controller makes the system 
steady and robust to system states and uncertainties. Simulations 
on under-actuated systems, a cart-pole plant and a pendubot 
plant, are implemented. It is verified that the proposed scheme is 
capable of balancing under-actuated systems and has a wider 
control zone.  

Keywords-adaptive dynamic programming; fuzzy control; 
nerual network; underactutaed sysmem; cart-pole plant; pendubot; 

I.  INTRODUCTION 
For many years, a lot of applications in engineering, 

economics, operation and other fields have implemented 
dynamic programming, which is really a great method solving 
nonlinear stochastic dynamic problems [1~4]. The Bellman 
equation, developed by Bellman in 1953, makes the foundation 
of optimization over time in the stochastic case [5]. The main 
concept of adaptive dynamic programming (ADP) is to develop 
a parameterized model which is trained to approximate the 
Bellman J function (the “value function”), and train the 
controller to minimize the function J [6]. In general, the ADP 
algorithm is divided into two parts, the “Critic” and the “Actor”, 
separately served as an approximator to J and a system 
controller. 

Fuzzy control has played a key role in both the area of 
research and the practical applications of industrial processes. 
Regardless of accurate input-output relations, fuzzy control is 
much like human thinking and natural language, which is 
distinctive to conventional methods. Based on fuzzy logic, the 
fuzzy controller is proposed as a method to convert “a 
linguistic control strategy based on expert knowledge into an 
automatic control strategy” [7]. Fuzzy control rules are the core 
of fuzzy control, which can be described in the following form:  

IF x is A and y is B, THEN z is C, 

where x, y and z are fuzzy control variables, and A, B and C are 
the fuzzy values in the universe of discourses X, Y and Z, 
respectively [8]. A typical fuzzy control system is shown in 
Fig.1. In most cases, the parameters of fuzzy IF-THEN rules 
are provided according to the experience and knowledge of 
human experts. If the provided fuzzy rules have bad control 
performance, then an adaptive law is added to update the 
parameters, which is also called “adaptive fuzzy control” [9]. 

 
Figure 1.  A typical schematic diagram of fuzzy control system 

The above mentioned methods both had their own superior 
features, it was worthy to combine fuzzy control and ADP 
together to solve kinds of problems [10~13]. In this paper, we 
use the ADP algorithm to train the fuzzy rules, which are 
initialized randomly and have no prior knowledge about the 
controlled object. Finally, those trained rules keep the fuzzy 
controller playing a really great performance. For simulations, 
under-actuated systems are adopted as the control objective to 
observe the performance of the proposed method. In Section II, 
we present a general description of the ADP with fuzzy 
controller. In Section III, the method is applied to a cart-pole 
plant to observe the learning performance. In Section IV, a 
more complex system, pendubot, is simulated using the new 
method, and some discussions are presented. In the end, section 
V gives some conclusions. 

II. ADAPTIVE DYNAMIC PROGRAMMING WITH FUZZY 
CONTROLLER 

A. The Mechanism of ADP 
In [14] and [15], ADP approaches are classified into several 

categories: “heuristic dynamic programming (HDP), 
action-dependent HDP (ADHDP; note the prefix 
“action-dependent” (AD) used hereafter), also known as 
Q-learning, dual heuristic dynamic programming (DHP), 
ADDHP, globalized DHP (GDHP), and ADGDHP”. In our 
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research, the adopted approach proposed by Si and Wang in 
[16], is closely related to ADHDP. Fig. 2 is a schematic 
diagram of the ADP algorithm. 

 
Figure 2.  A schematic diagram of ADP. Signal flow is transmitted along the 

solid lines while parameters are trained along the dashed lines. 

In this paper, the Actor is a fuzzy controller, and the Critic 
is a network with the input of states X(t) and action u(t). The 
reinforcement signal r(t) is either a “0” or a “-1” corresponding 
to “success” or “failure”, respectively. The output of the Critic 
is expected to estimate the cost-to-go J(t) in the Bellman 
equation. For the Critic, the prediction error and the objective 
function are defined as 

 [ ]( ) ( ) ( 1) ( )ce t J t J t r tα= − − −  (1) 

 21( ) ( ).
2c cE t e t=  (2) 

where α is a discount factor for the infinite-horizon problem 
ሺ1 ൏ ߙ ൏ 1ሻ       which is set 0.95 in this paper. 

The objective of training the Critic network is to reduce Ec(t) 
close to zero, then following equation can be derived: 

 1

1

( ) ( )k t

k t

J t r kα
∞

− −

= +

= ∑  (3) 

The above equation is exactly the form as that defined in the 
Bellman equation. During the training process, many methods 
can be applied such as gradient descent method (GD) [16] and 
particle swarm optimization (PSO) [17] which are both adopted 
in this paper for comparison. 

Similar to the Critic, the Actor is expected to provide 
optimal action signal u(t) which is to minimize the error 
between the desired ultimate objective, denoted by Uc , and the 
function J. According to our above definition, Uc is set “0” for 
“success”. So the error ea(t) and the performance error Ea(t) are 
defined as 

 ( ) ( )ae t J t=  (4) 

 21( ) ( )
2a aE t e t=  (5) 

Likewise, the Actor is trained to minimize Ea(t) so that both 
gradient descent and PSO are adopted respectively for 
comparison. 

The whole process of the ADP algorithm is summarized as 
follows. Firstly, the Actor and the Critic are both initialized 
randomly. Then the Actor generates an action signal u(t) based 
on states X(t) and the function J(t) is calculated by the Critic, 
with the input of u(t) and X(t). Combined with the previous 
J(t-1) and the reinforcement signal r(t), ec(t) and Ec(t) are 
derived. Then the Critic is adapted according to Ec(t) with the 
gradient descent method or PSO, or some other methods, until 
meeting some criterion. Afterwards, the Actor is modified with 
Ea(t) in the same way. The next states X(t+1) are calculated 
from the system with the action signal u(t) generated by the 
modified Actor. Then, the iteration process continues for the 
next cycle [18~19]. 

B. The Fuzzy Controller 
The fuzzy controller is adopted with the simplest and most 

common one, which is composed of membership functions and 
fuzzy rules. In this paper, the membership functions for each 
variable are two Monotonics, representing “Positive” and 
“Negative” respectively, as shown in Fig. 3. During the 
learning process, the shape of the membership is fixed, and 
only the fuzzy rules are trained. 

 
Figure 3.  Monotonic membership functions 

Suppose there are n input variables, and after fuzzification, 
the fuzzy variables of the input are calculated as 
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where i =1…n and Bi is the boundary of the ith membership 
function. Then, for each fuzzy control rules, the weights are 
calculated as 
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where ji =N or P, r=1…2n. With fuzzy control rules R, the 
output of fuzzy controller u(t) is generated by 
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The generated output signal u(t) usually is a normalized one. 
In some cases, u(t) is multiplied by a gain Ks to provide a 
exaggerated continuous signal on the plant. While in other 
cases, u(t) is transformed to a signed constant signal which is 
also called a bang-bang control strategy. In following sections, 
those two control strategies are both adopted. 

C. The Critic Network 
The network in this paper has the same structure as in 

[16~20] with one hidden layer, which is shown in Fig. 4. 

 
Figure 4.  A nonlinear critic network with one hidden layer [15] 

In the Critic network, the output J(t) is formulated by: 
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where wc is the weight vector; qi is the input of the ith hidden 
node; pi is the output of the ith hidden node; Nh is the number 
of hidden nodes; n+1 is the number of the input into the Critic 
network. 

D. Training with Gradient Descent (GD) Method 
For GD method, the adaptation of the Critic is summarized 

as follows. 
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The adaptation of the Actor (fuzzy controller) is as follows: 
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So, the new weights of the Critic and the fuzzy control rules 
are updated as: 

 ( 1) ( ) ( )c c ct t tω ω ω+ = + Δ  (15) 

 ( 1) ( ) ( )R t R t R t+ = + Δ  (16) 

E. Training with Particle Swarm Optimization (PSO) Method 
For the PSO algorithm, the whole learning process is 

summarized as follows.  

1) Initialize particles, including xid (position of the current 
particle), pid (the best solution for each particle ever achieved), 
pgd (a global best solution for all particles ever achieved);  

2) Calculate the fitness for each particle xid;  
3) Update the best fitness solution pid for each particle;  
4) Update the global best fitness solution pgd for all 

particles;  
5) Calculate particle velocity vid and update position xid of 

each particle;  
6) The iteration process continues for the next cycle until 

maximum iterations or some criterions are met. 
The mentioned updating formulas for xid are shown as 

follows: 

 1 1 2 2( ) ( )id id id id gd idv v c r p x c r p xω= + − + −  (17) 

 id id idx x v= +  (18) 



 ( )min max max min/iter iterω ω ω ω= + −  (19) 

where c1 and c2 represent learning factors, r1 and r2 are random 
numbers between (0,1), ߱௠௜௡ and ߱௠௔௫ define the minimum 
and maximum values for the inertia weight, iter represents the 
iteration process steps. The fitness here is adopted as 
expሾെܧ௔ሺݐሻሿ and expሾെܧ௖ሺݐሻሿ. xid consists of the parameters 
needed to be learned, such as ݓ௖

ଵ and ݓ௖
ଶ or Rr. 

After learning, normalization is necessary to avoid the 
parameters being updated beyond the scope for both methods. 

III. ADP WITH FUZZY CONTROL FOR A CART-POLE PLANT 

A. The Cart-Pole Balancing Problem 
The proposed method combined ADP with fuzzy control is 

now simulated on a single cart-pole plant. The plant is a single 
pole mounted on a cart, and the objective of the ADP algorithm 
is to train the fuzzy controller from initially random rules to 
balance the pole. The cart-pole plant used here can also be 
found in [16] and [20], shown in Fig. 5, and the model is 
summarized in the following. 

( )x t&

( )x t

( )tθ

( )tθ&

F

 
Figure 5.  Schematic diagram of the single cart-pole plant 
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where 
݃  9.8 m/s2, acceleration due to gravity; 
݉ܿ 1.0 kg, mass of cart; 
݉ 0.1 kg, mass of pole; 
݈  0.5 m, half-pole length; 
 ;coefficient of friction of cart on track ,0.0005 ܿߤ
 ;coefficient of friction of pole on cart ,002 0.000 ݌ߤ

 1,  if 0
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The system states X(t) are constituted of four variables: 1) 
x(t), position of the cart with the reference to the center of the 
track; 2) ߠሺݐሻ, the angle of the pole with the reference to the 
vertical position; 3) ݔሶሺݐሻ, the velocity of the cart; 4) ߠሶሺݐሻ, the 
angular velocity of the pole. 

During the trials, the controller is considered a failure when 
 ,ሻ or x(t) are out of the predefined scopes. At that momentݐሺߠ
the learning process stops and a new trial restarts. So the 
reinforcement signal is defined as 

 
0 If -12 < <12  and -1< <1,
1 Otherwise.

x
r

θ° °⎧
= ⎨−⎩

 (22) 

Here, two control strategies are implemented; respectively 
bang-bang control with a constant force േ10ܰ  and 
continuous control with a conversion gain ܭ௦ ൌ 40 from u to 
F. 

B. Simulation Results 
In this simulation, the GD method is applied to train the 

Critic network weights and fuzzy rules, while the PSO method 
has similar performance and is omitted here. Some parameters 
are defined before the simulations. In ADP algorithm, the 
learning rate of both the Critic ݈௖ሺݐሻ and the Actor ݈௔ሺݐሻ is 
0.005; the maximum adapting cycles for the Critic Nc and the 
Actor Na are 50 and 100, respectively; the training error 
threshold Tc and Ta are 0.05 and 0.005, respectively. The 
hidden nodes ௛ܰ of the critic network is 6; time step dt is 
0.02s. Besides, boundaries B of four membership functions are 
[1m, 12°, 1.5m/s, 120°/s]. 

During simulations, there are at most 1000 consecutive 
trials in a run. If any of the 1000 trials has lasted 6000 steps, it 
is considered successful and the run stops. Otherwise, if the 
fuzzy controller still fails after 1000 trials, the run is 
unsuccessful. 

Both bang-bang and continuous control strategies are 
implemented for 100 runs to calculate their success rates and 
average trials to success. To be more realistic, sensor noise is 
added to the state measurements. Two kinds of noise, uniform 
and Gaussian noise are added to the angle measurements ߠሺݐሻ. 
The results are shown in Table I. Besides, [16] presented some 
simulation results which were generated using a neural network 
controller with GD method and bang-bang control strategy 
under the same conditions of our simulation. The comparisons 
to the proposed fuzzy controller with bang-bang control 
strategy are listed in Table II.  

From the results, it is obvious that the method we proposed 
provides a 100% success rate on the cart-pole system even the 
measurements are disturbed by noise. The added noise impacts 
the number of trials to success. The more noise is added, the 
more trials are needed. For the cart-pole plant, the bang-bang 
control strategy is easier and faster to train controller than the 
continuous strategy, with the fact that bang-bang control is 
simpler and easier to balance the pole. Besides, with the 
comparison of fuzzy and neural network controller results, it is 
obvious that when the noise is small, neural network controller 
is easier to learn, while at large noise, fuzzy controller shows 



an advantage with much less training trials. The fuzzy 
controller shows a perfect robustness with the fact that the 
success trials are more insusceptible by noise disturbance than 
neural network controller. 

TABLE I.  COMPARISON OF TWO CONTROL STRATEGIES USING GD 
METHODS FOR CART-POLE PLANT WITH DIFFERENT KINDS OF NOISE BY 

FUZZY CONTROLLER 

TABLE II.  COMPARISON OF FUZZY AND NEURAL NETWORK 
CONTROLLER USING THE SAME BANG-BANG CONTROL STRATEGY AND GD 

METHOD FOR CART-POLE PLANT WITH DIFFERENT KINDS OF NOISE 

 

IV. ADP WITH FUZZY CONTROL FOR A PENDUBOT PLANT 
In this section, a more complex system, pendubot plant is 

further simulated. 

A. The Pendubot Balancing Problem 
Pendubot (pendulum robot) is a two link under-actuated 

robotic system. Even though with a simple structure, it is 
featured as a high nonlinear system and is adopted to detect the 
control performance. Fig. 6 is a schematic diagram of a 
pendubot. Only the first joint is actuated by the external torque 
generated from controllers, while the second joint is passive. 
Under ideal conditions, suppose that there is no friction, the 
system model is formulated as [21~23]. 

 ( ) ( , ) ( )D q q C q q q G qτ = + +&& & &  (23) 

where ߬ ൌ ሾ߬ଵ 0ሿ் is the external torque, ݍ ൌ ሾݍଵ ݍଶሿ் is the 
angles of two links. D, C and G represent the inertial, Coriolis, 
and gravity terms of the system, which also are described as the 
following. 
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Figure 6.  Schematic diagram of pendubot system. 
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The parameters here are adopted the same values as in [17, 23]: 
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It is obvious that there are four equilibriums of the system. 
The objective is to balance the system about the equilibrium 
where two links are both at top position, namely ݍ ൌ ሾ0°, 0°ሿ. 
In the simulation, the reinforcement signal is defined as: 

 1 20 If -40 < <40  and -12 < <12 ,
1 Otherwise.

q q
r

° ° ° °⎧
= ⎨−⎩

 (27) 

The states consist of the two angles and their angular 
velocities, namely ܺሺݐሻ ൌ ሼݍଵ, ,ଶݍ ଵሶݍ , ଶሶݍ ሽ. Here, two control 
strategies are applied, respectively bang-bang control with a 
constant torque േ0.5ܰ݉  and continuous control with a 
conversion gain ݏܭ ൌ 5 from u to ߬. 

B. Simulation Results 
Both GD and PSO methods are adopted. Except for some 

parameters involved in the previous section, some others are 
defined here. In PSO algorithm, the particle number ௣ܰ is 30; 
the maximum value of ߱, ߱௠௔௫ is 0.9; the minimum value 
߱௠௜௡ is 0.4; the maximum value of vid , vmax is 0.4; the learning 
factor c1 and c2 is 2. The boundaries of states are [50°, 20°, 
360°/s, 360°/s]. Likewise, a run has 1000 consecutive trials and 
if any trial lasts 6000 steps, it is considered a success. The 
simulation results for two control strategies are listed in Table 
III. For comparison, in the third column, another simulation 

Noise type Bang-bang Continuous 
Success rate # of trials Success rate # of trials

Noise free 100% 30.42 100% 69.67 
Uniform 5% 100% 37.42 100% 69.14 
Uniform 10% 100% 41.79 100% 73.06 
Gaussianσଶ ൌ 0.1 100% 45.65 100% 84.54 
Gaussianσଶ ൌ 0.2 100% 53.28 100% 97.00 

Noise type Fuzzy+Bang-bang NN+Bang-bang[16] 
Success rate # of trials Success rate # of trials

Noise free 100% 30.42 100% 6 
Uniform 5% 100% 37.42 100% 32 
Uniform 10% 100% 41.79 100% 54 
Gaussianσଶ ൌ 0.1 100% 45.65 100% 164 
Gaussianσଶ ൌ 0.2 100% 53.28 100% 193 



results are listed, which is generated using the neural network 
controller with the bang-bang control strategy and trained by 
the GD method [17]. 

TABLE III.  COMPARISON OF FUZZY CONTROLLER WITH TWO CONTROL 
STRATEGIES AND TWO TRAINING METHODS AND THE NEURAL NETWORK 

CONTROLLER FOR PENDUBOT 

Control 
strategy 

Fuzzy+GD Fuzzy+PSO NN+GD[17] 
Success 

rate 
# of 

trials 
Success 

rate 
# of 

trials 
Success 

rate 
# of 

trials 
Bang-bang 
control 86% 347.01 77% 334.93 30% 240.3

Continuous 
control 47% 508.34 60% 380.73 # # 

 

According to the results, for the fuzzy controller the 
continuous control strategy is much harder to learn how to 
balance the system with lower success rate and more training 
trials. The GD method needs more learning trials than the PSO 
method. For the bang-bang control, GD displays its advantage 
of higher success rate than PSO, while for continuous control 
the advantage is reverse. Besides, by comparing the results of 
Fuzzy+GD and Fuzzy+PSO to NN+GD, it is obvious that the 
both Fuzzy+GD and Fuzzy+PSO outperform NN+GD in the 
Bang-bang or continuous control strategies. The show higher 
success rates even though that they need more training trials. 
However, the fact that too many trials and lower success rate 
with GD method sets out our further research. 

Because of the uncomplicated and simple structure of the 
fuzzy controller, the internal parameters of the controller are 
much less than other complex control methods, such as neural 
networks. For example, there are only 16 parameters of fuzzy 
rules in above systems to be learned while 30 parameters are 
trained in [15] and [16]. Besides, when the measurements are 
polluted by too much noise, the fuzzy controller shows a better 
robustness than neural network controller with less training 
trials. 

V. CONCLUSIONS 
This paper verifies that simple fuzzy controllers can be 

successfully combined with adaptive dynamic programming, 
and optimized by adaptive dynamic programming. On the other 
hand, with the prior knowledge of the fuzzy membership and 
rules, the learning convergence and successful rate of adaptive 
dynamic programming are improved greatly, compared to the 
traditional neural network method. The trained fuzzy controller 
also shows better performance on robustness. Both GD and 
PSO are provided for the training process. GD is suitable for 
continuous models which can generate error back propagation, 
while PSO is suitable for not only continuous models, but also 
the models which cannot generate error back propagation, like 
some fuzzy controllers using tabular look-up method. With the 
simplicity and easy structure of fuzzy control, the parameters 
involved are much less than other control methods. The feature 
of fuzzy control also presents its own superior advantage than 
other control methods with better control performance. But 
some other flaws still need further research. In this paper only 
fuzzy rules are trained by ADP algorithm and the performance 
is not good enough for complex under-actuated system.  
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