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   Dear Editor,

This  letter  focuses  on  the  trajectory  tracking  of  7000  m  JIAO-
LONG  manned  submersible  vehicle  (MSV)  with  disturbances.  The
robust  controller  is  realized  by  a  composite  control  law,  where  an
analytical  nonlinear  model  predictive  control  (MPC)  component  is
proposed  to  meet  the  requirements  on  tracking  performance,  and  a
feedforward  control  component  is  developed  to  reject  the  external
disturbance  and  model  uncertainty  on  the  basis  of  a  disturbance
observer  (DOB).  Furthermore,  the  stability  of  the  MSV  system  is
analyzed,  and  representative  simulation  results  are  also  given.  The
most  significant  feature  of  the  designed  MPC  controller  is  that  an
explicit control law can be obtained for the MSV system, which alle-
viates the computational burden largely.

Introduction: JIAOLONG is  the  first  deep-ocean  MSV indepen-
dently devised and developed by China. The designed maximal depth
is 7000 m, which was the deepest submersible all over the world. The
MSV can serve in 99.8% of the world’s ocean area, which is of great
importance for the exploration of deep-ocean resources [1] and [2].

The  MSV  system  works  in  a  complex  challenging  environment,
where the MSV frequently receives external disturbances and param-
eter perturbations [3].  Owing to the complexity of deep-ocean envi-
ronment, the nonlinearity of MSV, and the difficulty to acquire pre-
cise  system  parameters  and  external  disturbances,  the  robust  con-
troller  design  of  MSV is  a  quite  challenging  issue  [4]  and  [5].  Fur-
thermore,  trajectory  tracking  is  an  important  task  for  autonomous
vehicles.  There  are  some  recent  research  results  on  the  trajectory
tracking  of  unmanned  surface  vehicle  (USV)  [6],  [7]  and  MSV  [8]
with disturbances and uncertainties.

As  we  know,  MPC framework  calculates  the  control  law with  an
on-line optimization problem, which can be used to address the track-
ing task of  autonomous vehicles  [9]  and [10].  However,  the  on-line
optimization  problem  in  conventional  MPC  greatly  increases  the
computational  burden of  the on-board computer,  which may lead to
the  deterioration  of  real-time  capability  of  control  systems.  Refer-
ence  [11]  proposes  an  explicit  nonlinear  MPC method with  analyti-
cal solution, which eliminates the calculation of on-line optimization.
Hence, it is desirable to develop the controller of MSV with explicit
MPC to reduce the computational burden largely.

As  previous  mentioned,  the  MSV  will  encounter  multiple  distur-
bances  in  challenging  underwater  environments,  including  external
disturbance, model uncertainty, etc. Reference [12] proposes a distur-
bance observer-based control  (DOBC) method, which estimates and
then compensates the lumped disturbance of nonlinear systems effec-

tively. The DOBC and related methods have been intensively investi-
gated in recent two decades [13]–[16].

.

A  disturbance  observer-based  model  predictive  control  (DOB-
MPC) scheme is  developed for  the  MSV subject  to  multiple  distur-
bances.  The lumped disturbances are  reconstructed by the nonlinear
disturbance  observer  (NDOB),  and  then  rejected  with  feedforward
control  technique.  An  explicit  nonlinear  MPC  control  law  is  pro-
posed for the trajectory tracking of MSV system. Finally, the closed-
loop MSV system is proven to be input-to-state stable (ISS), and the
simulations verify the superiority of the proposed robust controller

Problem formulation: We first introduce the mathematical model
of JIAOLONG
 

η̇ = J(η)ν
(M+∆M)ν̇+ (C(ν)+∆C(ν))ν+ (D(ν)+∆D(ν))ν
+(G(η)+∆G(η)) = f +d

(1)

η = [x,y,z,ϕ,θ,ψ]T

ν = [u,v,w, p,q,r]T

J(η) ∈ R6×6 M ∈ R6×6

C(ν) ∈ R6×6

D(ν) ∈ R6×6 G(η) ∈
R6 ∆M, ∆C(ν), ∆D(ν),
∆G(η)

where  is  the  position  and  orientation  in  inertial
coordinate,  and  is  the  velocity  vector  in  body-
fixed coordinate.  is the transformation matrix. 
and  are  the  intertial  matrix  and  coriolis  force  matrix,
respectively.  denotes  the  viscous  resistance,  and 

 denotes  the  vector  of  gravity  and  buoyancy. 
 denote the parameter perturbations.

f ∈ R6

d ∈ R6

T i

i = 1, . . . ,8
f = BT T = [T 1, . . . ,T 8]T ∈ R8 B ∈ R6×8

The  notation  denotes  the  force  vector  produced  by  axial
thrusts, and  is the unknown external disturbance. In addition,
the detailed thrusters configuration of the MSV can be found in [17].
The MSV is equipped with eight thrusters that are marked by  for

.  The  thruster  configuration  equation  can  be  described  by
,  where  and  represent  the

thrust vector and configuration matrix, respectively.
Main  results: This  letter  introduces  a  robust  control  scheme  of

MSV based on DOB-MPC method, which can not only suppress the
lumped disturbances, but also meet the tracking performance specifi-
cations.

The MSV system (1) is rewritten by
 {

η̇ = Jν
ν̇ = F +G1T +G2W

(2)

F = M−1(−G−Cν−Dν) G1 = M−1B G2 = M−1 W = d−
∆Mν̇−∆Cν−∆Dν−∆G
where , , and . 

 denoting the lumped disturbance containing
external disturbance and model uncertainty.

The NDOB is designed as
 {

Ṗ = −LG2P−L(G2Lν+F +G1T )
Ŵ = P+Lν

(3)

Ŵwhere  denotes  the  estimate  of  lumped disturbance, P denotes  an
internal state vector, L denotes the observer gain.

W(t) Ẇ(t)
W̄ = supt≥0 (∥W(t)∥) ¯̇W = supt≥0(∥Ẇ(t)∥)

Assumption  1:  The  disturbance  and  its  derivative  are
bounded. Moreover, , .

LG2 > 0
Lemma 1: The estimation error of the NDOB (3) can converge to

the neighbourhood of the origin, if  holds.
ŴProof: The derivative of  along time is given by

 

˙̂W = Ṗ+Lν̇ = −LG2P−LG2Lν+LG2W. (4)
P = Ŵ −LνSubstituting  into (4), we have

 

˙̂W = LG2(W − Ŵ). (5)
e =W − ŴLetting , we can obtain

 

ė+LG2e = Ẇ. (6)
Considering the Assumption 1, we have

 

ė+LG2e ≤ ¯̇W. (7)
Solving the differential inequality (7), we obtain

 

e(t) ≤
¯̇W

LG2
+

e(0)−
¯̇W

LG2

exp(−LG2t). (8)

e(t)→ ¯̇W
LG2

t→∞ LG2 > 0It can be seen that  as , if  holds. Further-
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LG2
e(t)

more,  by  selecting  a  large  matrix ,  we  can  drive  the  estimation
error  into a small region of the origin. ■

In  what  follows,  we  will  design  the  control  vector T of  MSV  by
using the explicit nonlinear MPC.

The selected optimization objective function is given by
 

O =
1
2

Tpw
0

(η̂(t+τ)−ηr(t+τ))T Q(η̂(t+τ)−ηr(t+τ))dτ (9)

ηr(t+τ) η̂(t+τ)
Tp

where  denotes  the  reference  trajectory,  denotes  the
predicted trajectory,  denotes the predictive horizon, and Q is  the
weighting matrix.

η̂(t+τ)
Using  Taylor  series  expansion  with  some  higher-order  terms,  the

predicted value of  at time instant t can be obtained as
 

η̂(t+τ) ≈ η(t)+τη̇(t)+ · · ·+ τrc+rd

(rc + rd)!
η[rc+rd](t) (10)

rc rd
rd rc

rc

where  is  the  control  order,  and  is  the  input  relative  degree.
According  to  [11],  if  is  less  than  4,  can  be  chosen  arbitrarily.
However, in order to save control energy,  shall be chosen as small
as possible.

The derivatives of the output of system (2) are derived by
 

η̇ = Jν (11)
 

η̈ = J̇ν+ J(F +G1T +G2W). (12)

rd = 2

rc = 0

We  can  observe  that  the  control  input T appears  in  the  second-
order derivative of the output η, which implies that the input relative
degree  of  MSV  is .  Therefore,  whatever  control  order  is
selected,  the  system  can  be  stabilized.  Therefore,  to  save  control
effort, the control order is selected as .

Theorem 1: If the explicit MPC control law is designed by
 

T =G†1
(
J−1(−K(Θ̄− Θ̄r)+Θ̃r − J̇ν)−F −G2Ŵ

)
(13)

K = [k0I6×6,k1I6×6] Θ̄ = [ηT , η̇T ]T Θ̄r = [ηT
r , η̇

T
r ]T Θ̃r = η̈r

G†1 G1

where , , , ,
and  denotes  the  pseudo-inverse  of  matrix ,  then  the  tracking
error of MSV will converge into a small region of the origin.

Proof: With the Taylor series expansion, we have
 

η̂(t+τ) =
[
Γ̄ Γ̃

] [ Θ̄
Θ̃

]
(14)

Γ̄ = [I6×6, τI6×6] Γ̃ = τ
2

2! I6×6 Θ̃ = η̈where , , and .
The future value of the reference trajectory can be described as

 

ηr(t+τ) =
[
Γ̄ Γ̃

] [ Θ̄r
Θ̃r

]
. (15)

Substituting (14) and (15) into objective function (9), it leads to
 

O =
1
2

Tpw
0

[
Θ̄− Θ̄r
Θ̃− Θ̃r

]T [
Γ̄T √Q
Γ̃T √Q

] [ √
QΓ̄T
√

QΓ̃T

]T [
Θ̄− Θ̄r
Θ̃− Θ̃r

]
dτ

=

[
Θ̄− Θ̄r
Θ̃− Θ̃r

]T [
Γ1 Γ2
ΓT

2 Γ3

] [
Θ̄− Θ̄r
Θ̃− Θ̃r

]
(16)

Γ1 =
r Tp

0 Γ̄
T QΓ̄dτ Γ2 =

r Tp

0 Γ̄
T QΓ̃dτ Γ3 =

r Tp

0 Γ̃
T QΓ̃dτwhere , ,  and .

According  to  the  partial  derivative  of  objective  function O with
respect  to  control  input T,  the  necessary  condition  for  the  optimal
control T is given by
 

∂O
∂T
= 2

(
∂(Θ̃− Θ̃r)
∂T

)T

[ΓT
2 (Θ̄− Θ̄r)+Γ3(Θ̃− Θ̃r)] = 0. (17)

∂(Θ̃−Θ̃r)
∂TIt is easy to observe that  is nonsingular. Hence, if the sec-

ond term equals to zero, (17) holds, which gives rise to
 

Θ̃ = −Γ−1
3 Γ

T
2 (Θ̄− Θ̄r)+Θ̃r. (18)

K = Γ−1
3 Γ

T
2Let . Considering (12) and (18), we can obtain

 

J̇ν+ J(F +G1T +G2W) = −K(Θ̄− Θ̄r)+Θ̃r. (19)
ŴReplacing W with its estimation  in (19), we can obtain the non-

linear control law (13) in the Theorem 1.
eη = η−ηrSubstituting (13) into (12), and letting , we have

 

η̈ = J̇ν+ J(F +G1G†1(J−1(−K(Θ̄− Θ̄r)+Θ̃r − J̇ν)

−F −G2Ŵ)+G2W)

= −K(Θ̄− Θ̄r)+Θ̃r + JG2(W − Ŵ)

= −
[

k0I6×6 k1I6×6
] [ (η−ηr)

(η̇− η̇r)

]
+ η̈r + JG2(W − Ŵ). (20)

Hence, we can acquire the following closed-loop dynamics:
 

ëη + k1ėη + k0eη = JG2e (21)
k0 k1

Tp rc
s2 + k1s+ k0

where e is the disturbance estimation error.  and  depend on the
horizon  and control  order ,  which can be selected to make the
polynomial  Hurwitz.

σ =
[
eη ėη

]
ω = JG2eDefining  and , we derive that

 

σ̇ = Aσσ+Bωω (22)

Aσ =
[

06×6 I6×6
−k1I6×6 −k0I6×6

]
Bω =

[
06×6
I6×6

]
V(σ) = σT Pσσ Pσ

AT
σPσ +PσAσ = −Qσ Qσ > 0

where  and . We choose a

Lyapunov function candidate as , where  satisfies
 with . Then, we obtain

 

V̇(σ) = σT (AT
σPσ +PσAσ)σ+2σT PσBωω

≤ −σT Qσσ+2∥σ∥λmax(Pσ)∥ω∥
≤ −(1−α)σT Qσσ−ασT Qσσ+2∥σ∥λmax(Pσ)∥ω∥ (23)

0 < α < 1with . We have
 

V̇(σ) ≤ −(1−α)σT Qσσ, ∀∥σ∥ ≥
2λmax(Pσ)∥ω∥
αλmin(Qσ)

. (24)

µ = 2λmax(Pσ)∥ω∥
αλmin(Qσ)

λmin(Pσ)∥σ∥2 ≤ V(σ) ≤ λmax(Pσ)∥σ∥2
Define ,  and the Lyapunov function V satisfies the

inequality: .  According  to
Theorem 4.18 of [18], we can derive the ultimate bound as
 

σ̄ =

√
λmax(Pσ)
λmin(Pσ)

µ =

√
λmax(Pσ)
λmin(Pσ)

2λmax(Pσ)
αλmin(Qσ)

∥ω∥ (25)∥∥∥eη(t)
∥∥∥ ≤ ∥σ(t)∥ ≤ σ̄

ω = JG2e ∥ω∥
eη(t)

which  means .  Considering  Lemma  1  and  the
relationship ,  we  have  that  also  is  a  relatively  small
value.  Therefore,  the  tracking  error  will  converge  into  a  small
region of the origin. ■

Simulation tests: In this section, the superior control performance
of the designed DOB-MPC scheme are verified by simulations.

L = 70I6×6 Tp = 2
rc = 0 Q = 2I6×6 τ = 50

d j =
∑N

i=1 Ai1 cos(ωit+αi)+Ai2 sin(ωit+αi)

xd = 10sin(0.04πt) yd =

−10cos(0.04πt)+10 zd = 0.2t ϕd = 0.1sin(0.02t) θd = −0.05×
sin(0.02t) ψd = 0.005πt

Tint = Tmpc+

B†KI
r t

0[η(s)−ηr(s)]ds Tmpc
KI = 50

Tsmc =G†1J−1[−csJν− JG2Ŵ − JF − J̇ν−
Kssign(ε)] ε = (η̇− η̇d)+ cs(η−ηd)
cs = 5 Ks = 0.5

The detailed parameters of the MSV system can be found in litera-
ture [17]. The control parameters are given by ,  s,

, and . The sampling period is  ms. The lumped
disturbance and reference trajectory are given as follows. The exter-
nal  disturbance  is  injec-
ted into the MSV system [19]. Additionally, 10% uncertainty of the
model  parameters  is  also  considered  in  the  simulations.  The  spiral
trajectory  to  be  tracked  is  described  by , 

, , , 
, .  Furthermore,  to  demonstrate  the  superior

performance of the designed DOB-MPC scheme clearly, the integral
model  predictive  control  (I-MPC)  method  and  disturbance  observer
based sliding mode control (DOB-SMC) method are used as compar-
isons.  The  control  law  of  I-MPC  is  designed  by 

,  where  is  the  nominal  explicit  MPC
control  law,  is  the  integral  coefficient.  The  control  law  of
DOB-SMC is described by 

,  where  is  the  sliding  surface,
, .

The  disturbance  estimation  of  NDOB is  depicted  in Fig. 1.  It  can
be  seen  that  the  NDOB  can  estimate  the  disturbance  quickly  and
accurately. Fig. 2 shows the three-dimensional tracking result of spi-
ral  trajectory.  The proposed DOB-MPC scheme can drive  the  MSV
to track the spiral trajectory more accurately than the I-MPC method
and  the  DOB-SMC  method.  Additionally,  the  root-mean-square
(RMS)  values  of  tracking  error  are  listed  in Table 1,  which  verifies
that  DOB-MPC  can  achieve  the  smallest  tracking  errors.  Further-
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more,  the  control  input  signals  are  illustrated in Fig. 3.  All  the  con-
trol  input  signals  of  DOB-MPC  method  are  smooth.  However,  the
control input signals of DOB-SMC method have large chattering that
is  not  allowed  in  practical  engineering  systems.  Because  the  severe
chattering  phenomenon  will  shorten  the  life  of  thrusters,  and  even
cause the damage of thrusters.
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Fig. 3. The thrusts of MSV system.
 

In summary, the superiority of the designed DOB-MPC scheme is
verified  by  simulations,  which  is  able  to  reject  the  lumped  distur-
bance and achieve satisfactory tracking performance for MSV.

Conclusions: In  this  letter,  a  robust  controller  is  developed  with

DOB-MPC  method  for  the  MSV  system  subject  to  model  uncer-
tainty and external disturbance. The lumped disturbance is estimated
by NDOB, and the estimation information is then integrated into the
design  of  the  explicit  nonlinear  MPC  control  law.  The  proposed
DOB-MPC scheme can obtain satisfactory tracking performance and
disturbance-rejection capability for the MSV system.
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Control methods DOB-MPC I-MPC DOB-SMC

(ex)RMS (m) 0.0097 0.7396 0.2736

(ey)RMS  (m) 0.0126 0.3916 0.2359

(ez)RMS (m) 0.0214 0.5654 0.1114

(eϕ)RMS (rad) 0.0154 0.1981 0.0347

(eθ)RMS  (rad) 0.0301 0.1209 0.0421

(eψ)RMS  (rad) 0.0303 0.1350 0.0736
 

 

Time (s)

−5000
0

5000

Time (s)

−5000
0

5000

Time (s) Time (s)

−5000
0

5000

Time (s)

−5000
0

5000

d ϕ
 (N

m
)

d θ
 (N

m
)

d ψ
 (N

m
)

d x
 (N

)
d y

 (N
)

d z
 (N

)

Time (s)

−5000
0

5000

−5000
0

5000

Real disturbance
Estimated disturbance

0 50 100 150 0 50 100 150

0 50 100 150 0 50 100 150

0 50 100 150 0 50 100 150

 
Fig. 1. The estimated disturbances.
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Fig. 2. The trajectory tracking spiral with three dimensions.
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