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ABSTRACT

Contrast-enhanced ultrasound (CEUS) is an effective imaging
tool to analyze spatial-temporal characteristics of lesions and
diagnose or predict diseases. However, delineating lesions
frame by frame is a time-consuming work, which brings
challenges to analyzing CEUS videos with deep learning
technology. In this paper, we proposed a novel U-net-like net-
work with dual top-down branches and residual connections,
named CEUSegNet. CEUSegNet takes US and CEUS part
of a dual-amplitude CEUS image as inputs. Cross-modality
Segmentation Attention (CSA) and Cross-modality Feature
Fusion (CFF) are designed to fuse US and CEUS features on
multiple scales. Through our method, lesion position can be
determined exactly under the guidance of US and then the
region of interest can be delineated in CEUS image. Results
show CEUSegNet can achieve a comparable performance
with clinicians on metastasis cervical lymph nodes and breast
lesion dataset.

Index Terms— Contrast-enhanced ultrasound, cross-
modality, lesion segmentation

1. INTRODUCTION

Contrast-enhanced ultrasound (CEUS) provides an econom-
ical and non-invasive tool for clinicians to visualize the dy-
namic enhancement process of tissue blood-flow distribution
and perfusion over time[1]. In recent years, more and more
researchers tend to use deep learning methods to extract
spatial-temporal features in CEUS sequences to diagnose and
predict diseases of different organs, such as liver[2], cervi-
cal lymph node[3] and breast[4]. However, it is a time and
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Fig. 1. An example of dual-amplitude CEUS image of breast
lesion. Left: CEUS part; right: US part. The red circle out-
lines lesion region in CEUS part.

energy-consuming work that delineating the region of inter-
est (RoI) containing lesion and surrounding microvasculature
frame by frame. On the one hand, clinicians need to ob-
serve the ultrasound (US) part of a CEUS frame image at the
same time to determine the lesion position (seen in Figure 1).
On the other hand, they also need to observe the brightness
change back and forth to determine RoI. Therefore, realizing
the automatic lesion segmentation of CEUS is a key part of
automatic CEUS analysis.

An intuitive idea is to imitate the clinician’s method to
segment the lesion. Wan et al[5] proposed CEUS-Net which
learns spatial-temporal features and re-weights them. How-
ever, as mentioned above, a CEUS frame contains CEUS part
and US part, which constitute a dual-amplitude image but US
part is abandoned by CEUS-Net. Actually, US part can pro-
vide rough location of lesion and RoI can be determined fi-
nally in CEUS part. In addition, the lesion area in CEUS
part is usually larger than in US due to the need of including
surrounding microvasculature, which can be learned via an-
notated data by model. We think in this way, it is possible to
do segmentation on a single-frame CEUS image with the help



Fig. 2. The structure of our proposed CEUSegNet.

of dual-modality to reduce the time and space complexity but
tedious for humans while the performance of segmentation on
CEUS can be further improved.

Based on the above discussion, we proposed a cross-
modality lesion segmentation network for contrast-enhanced
ultrasound, named CEUSegNet and Figure 2 shows the struc-
ture. CEUSegNet is a U-net-like network but has dual top-
down branches corresponding to CEUS and US part of a
CEUS image respectively. Cross-modality Segmentation At-
tention (CSA) and Cross-modality Feature Fusion (CFF) are
placed in each skip connection. CSA can highlight those
important features corresponding to lesion segmentation in
CEUS branch, and CFF can perform feature fusion on multi-
ple scales. Under the guidance of US part, CEUSegNet can
achieve single-frame lesion segmentation, which decreases
the time and space complexity and provides an implicit solu-
tion to the CEUS spatial-temporal feature alignment problem.
Results show that CEUSegNet achieves 91.05% dice, 80.06%
mIoU on the cervical lymph node dataset and 89.97% dice,
75.62% mIoU on breast lesion dataset.

2. METHODS

2.1. CEUSegNet with dual top-down branches

Figure 2 shows the structure of CEUSegNet. Specifically, we
followed U-net[6] but modified it into a structure with dual
top-down branches. Given a dual-amplitude CEUS frame I ,
its CEUS part Iceus and US part Ius are feed into the branches
respectively. Then, Cross-modality Segmentation Attention
(CSA) and Cross-modality Feature Fusion (CFF) module are
proposed for dual modalities feature fusion. CSA can gener-
ate a set of weights under the guidance of US branch to high-
light those significant features of CEUS branch while CFF
can fuse US features and re-weighted CEUS features on multi
scales. Fused dual-modality features are concatenated with
higher semantic features and a lesion segmentation score map
M is obtained after four decoders and an output convolution
layer. The introduction of the dual branches structure allows

Fig. 3. Cross-modality Segmentation Attention (CSA). GAP:
Global Average Pooling.

us to perform lesion segmentation on any frame of any period
in a CEUS video.

2.2. Cross-modality Segmentation Attention

Let F ceus and Fus denote the output features of CEUS and
US branch at a certain layer. We apply a global average pool-
ing to F ceus and Fus so that two vectors vceus ∈ Rc and
vus ∈ Rc are obtained, where c is the number of channels of
F ceus and Fus. Two learnable matrix W ceus ∈ Rc×c and
Wus ∈ Rc×c are introduced to embed vceus and vus into
the same Euclidean space. Then the two embedded vectors
are multiplied and the attention weight w is obtained through
Softmax operation. The above process can be formulated as:

w = Softmax(W ceusGAP (F ceus)�WusGAP (Fus))
(1)

where � is element-wise multiplication. Multiply F ceus

with w channel by channel and re-weighted F ceus′ can be
obtained. Experiments show that residual connection is useful
to the improvement of performance so F ceus′ is (as shown in
Figure 3):

F ceus′ = F ceus ⊕ (w ⊗ F ceus) (2)

where ⊕ denotes element-wise addition and ⊗ channel-
wise multiplication.

CSA is used to stress those significant features and avoid
irrelevant to prevent harm to the whole performance. Global
average aggregation operation reduces the dimension of input
features and generates representation vectors. The embed-
ding matrixes embed the representation vectors from differ-
ent modalities into the same Euclidean space and makes them
comparable. As a consequence, CEUSegNet can pay more
attention to the more important CEUS branch features.

2.3. Cross-modality Feature Fusion

Figure 4 shows the structure of Cross-modality Feature Fu-
sion (CFF). In a CFF module, features Fus and re-weighted



Fig. 4. Cross-modality Feature Fusion (CFF).

F ceus′ are concatenated into F ∈ R2c×w×h and c, w and
h denote the channel number, width and height of Fus and
F ceus′ . Then a 1× 1 convolution is applied on F to fuse fea-
tures in channel dimension. We notice that there are lesions
that have an area of different sizes. Therefore, inspired by
[7], we use four parallel dilated convolutions to extract fused
features on different scales. The number of channels on each
scale is c/4. Then features on each scale are concatenated and
a 1 × 1 convolution is applied again in order to decrease the
gap between different scales and different modalities further.
Since we have taken this module on each skip connection, we
needn’t repeat it on the up-sampling path. In a word, CFF
plays a role in making up for the semantic gap caused by skip
connection and the modality gap caused by multi-modality
inputs.

3. EXPERIMENTS, RESULTS AND DISCUSSIONS

We collected CEUS videos of 199 patients with metastasis
cervical lymph nodes and 146 patients with breast lesion from
the local hospital. This study was approved by the institu-
tional review board of our institution and all patients signed
an informed consent form. Each patient was examined by
ultrasound instrument Philips IU 22, and a CEUS clip with
both wash-in and wash-out periods was obtained. Both CEUS
and US part with a resolution of 375 × 375 are included in
a frame. Then we first extract key frames from each video.
Specifically, each video is first down-sampled at a sampling
rate of 1 fps into a sequence of images; then select k frames
with the largest grayscale change of the adjacent frames in the
sampling time as the key frame (k = 40 here). We randomly
select two key frames of each patient, and repeat it until the
grayscales of the datasets are uniformly distributed. There-
fore, the metastasis cervical lymph nodes (MCLN) dataset
contains 398 dual-amplitude images and the breast lesion
(BL) dataset contains 292.

The RoI of CEUS part is delineated by a clinician with
more than 5 years experience and verified by another with
20 years. All delineated results were consensus results. Via
double verification, the label conforms to clinicians’ general

Method
MCLN Dataset

Dice(%) IoU(%)

BL Dataset

Dice(%) IoU(%)

U-net 74.85±9.47 58.42±10.95 69.27±15.06 53.16±14.64
CEUSegNet 91.05±4.06 80.06±6.65 89.97±5.01 75.62±7.85

Table 1. The performance of U-net and our proposed
CEUSegNet on metastasis cervical lymph node (MCLN) and
breast lesion (BL) dataset.

Input Modality

CEUS US

Network Module

CSA CFF

Evaluation Index

Dice(%) IoU(%)

X 78.04 (+0.00) 61.66 (+0.00)

X 86.20 (+8.16) 73.15 (+11.49)

X X 87.32 (+9.28) 74.53 (+12.87)

X X X 86.64 (+8.60) 73.38 (+11.72)

X X X 89.76 (+11.72) 78.03 (+16.37)

X X X X 91.05 (+13.01) 80.06 (+18.40)

Table 2. The ablation experiment results of CEUSegNet on
MCLN dataset.

understanding of CEUS lesion RoI, so that CEUSegNet can
imitate their definition of RoI exactly by learning from the
annonated data.

We divide the datasets into training set and testing set in a
ratio of 2:1, respectively. Under PyTorch framework, we train
CEUSegNet with a batch size of 16 on GPU. The learning
rate is set to 0.001 and the number of training epoch is 150.
Adam optimizer is used to optimize the network. The input of
CEUS branch and US branch is resized to 128×128. 0.5 is the
threshold to assign a pixel to foreground or background. IoU
and dice index are metrics of the performance of methods.

3.1. Evaluation and comparative experiment

Table 1 shows the results of CEUSegNet on CMLN and BC
dataset. For comparison, we adopt U-net[6] to experiment
under the same conditions, where U-net is modified into a
structure with two top-down branches and a 1×1 convolu-
tion layer on each skip connection but without residual con-
nection between down-sampling layers. On CMLN dataset,
CEUSegNet achieved 91.05% dice and 80.06% IoU, while
U-net only achieved 74.85% and 58.42% respectively. On
BL dataset, CEUSegNet achieved 89.97% dice and 75.62%
IoU, while U-net only achieved 69.27% and 53.16% respec-
tively. Figure 5 shows some examples of segmentation results
on two datasets. As can be seen, the segmentation results
of CEUSegNet (yellow) are highly consistent with annotated
RoI (red). Both the lesion and the surrounding blood ves-
sel area are well segmented together. This demonstrates that
through the annotated data, CEUSegNet learns to determine
the position of lesion area based on US image and then de-
termines the exact boundary of RoI based on CEUS image to
cover both the lesion and peripheral blood vessel area.



Fig. 5. Examples of segmentation results on metastasis cer-
vical lymph nodes (MCLN) and breast lesion (BL) dataset at
different periods. The red circle outlines the RoI annotated
by the clinician and the yellow circle is segmentation results
given by CEUSegNet. Each row represents a case.

3.2. Ablation experiment

In this subsection, we use US branch or CEUS branch re-
spectively only, and both branches at the same time (using
CSA, CFF or not respectively) to verify the performance of
each part of CEUSegNet on CMLN dataset. Table 2 shows
the results of the ablation experiment. On the one hand,
compared with CEUSegNet, IoU with only CEUS or US
branch achieved 61.66% and 73.15% only, and IoU with both
branches increased by 12.87% but still less than CEUSegNet.
This shows that only single-frame CEUS image can hardly
complete the segmentation task (that is, time scale informa-
tion is required), and the segmentation effect achieved by
only US input is poor. On the other hand, we find that using
CSA alone can harm the performance lightly. Independently,
CFF is more important than CSA but when CSA is used with
CFF, the performance is improved by 2.03% and 5.53% in
total, indicating that through cross-modality attention mecha-
nism, CFF can better integrate CEUS and US features. Also,
we can see that residual connections between encoder layers
makes the model easier to train and get a better result.

3.3. Some discussion about single-frame segmentation

CEUSegNet does lesion segmentation on only single frame
although CEUS is a dynamic video modality. We choose this
method based on the following considerations. First, as men-
tioned in Section 1, US part of a CEUS frame can help to
locate the lesion, providing a good benchmark for segmenta-
tion (as seen in Table 2). Second, the size of the dataset can
be increased by selecting multiple frames from each video
and as a result, it can explore the characteristics of RoI delin-
eation from the massive data. Besides, CEUSegNet only has
9.28M parameters and 12.74G MACs, and the inference time
is 20.82(±2.62) ms in our experiment setup, indicating that
it is expected to be used for real-time segmentation on CEUS
equipment.

4. CONCLUSION

In this paper, CEUSegNet is proposed to use only one frame
dual-amplitude CEUS image to segment lesion area on CEUS
image. Specifically, we use U-net-like structure but with
dual-modality top-down branches and residual connections
between down-sampling layers. Cross-modality Segmen-
tation Attention (CSA) and Cross-modality Feature Fusion
(CFF) module are also proposed to fuse features better. Ex-
periments shows CEUSegNet can achieve a segmentation
performance comparable to clinicians on cervical metastasis
lymph node and breast cancer dataset.
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