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Abstract— To improve their adaptability to various kinds of
driving situations, deep learning-based vision algorithms need
images from rare scenes, such as extreme weather conditions
and traffic congestions. However, most datasets collected from
physical driving environments are lack of such images, making
vision models trained on these datasets do not work well
in scarce scenes. Thus, we design an SST-GAN method for
controllably generating realistic images of scarce driving scenes
based on the framework of parallel vision. Trained on only a
single sample, SST-GAN can produce hundreds of rare scene
images from two directions: style transfer and content genera-
tion. Specifically, a transition retraining method is designed to
transfer the weather and lighting styles from common scenes to
scarce scenes, and a structural similarity index loss is used as
reconstruction loss to guarantee the trained network can obtain
more realistic content modification and generation during the
image reconstruction. Experimental results show that SST-
GAN outperforms the state-of-the-art method on expanding
the amount of scarce scene images from both style and content.
The method is highly adaptable and works flexibly on handling
image generation problems for various types of rare scenes.

I. INTRODUCTION

In recent years, autonomous driving has gradually become
a hot research topic where more and more advanced tech-
nologies such as deep learning-based computer vision are
researched and applied [1]–[4]. The autonomous vehicles
access to most information by vision-based scene perception
and understanding [5], [6]. Deep learning-based computer vi-
sion has excellent performance in many fields and is naturally
used in vision perception tasks for autonomous driving [7]–
[9]. So, many companies and research institutes such as Tesla
and Baidu Research have invested and studied much in deep
learning-based computer vision for autonomous driving [10].

It is well known that deep learning has a huge demand for
large-scale and diverse datasets with annotations but such a
dataset is difficult to obtain. The traditional method of image
collection is by manually photographing and labeling images
from real scenes. With the expansion of the autonomous
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Fig. 1. The main elements that make up a traffic image can be roughly
divided into two parts: scene style and scene contents. By modifying one
or more elements in a traffic image, a variety of realistic traffic images can
be generated.

driving industry and the investment of significant funding,
many larger-scale traffic image datasets have been collected
by traditional methods [11]. However, since the images in
these datasets are basically from common traffic scenes, they
cannot meet the demand for the diversity of datasets.

In particular, the diversity and completeness of training
data is so important in areas such as autonomous driving,
where safety is strongly required [12]. The rarer the scenario,
the more likely it is to interfere with the automated driving
system and cause a traffic accident while the vehicle is in
motion [13], [14]. In order to solve the problem of visual
perception and understanding in rare scenes, we must first
obtain as many images from these scenes as possible and
feed them to the model during the training process.

As mentioned above, the contradiction between rare sce-
narios in reality and the need for numerous learning samples
cannot be solved by traditional methods of image collection,
and virtual data generation based on parallel vision can
solve it. In previous studies, it is a good method to build
a virtual world that can change at will using game engines
such as Unity 3D, Unreal and Carla [15]. Examples include
SIM10K [16], a virtual traffic dataset built on the computer
game Grand Theft Auto V, and Virtual KITTI [17], a virtual
dataset corresponding to KITTI [18], built by Unity 3D. In
addition, we can even use the game engine to build a virtual
world that reproduces the real world, such as ParallelEye and
ParallelEye-CS [19]. In summary, building virtual datasets
based on game engines can generate a large number of highly
customized images by changing the parameter settings of the
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virtual world. That is to say, lots of corresponding images can
be obtained by simulating rare real-world traffic scenarios in
the virtual world. This already seems to be a perfect method
for controllable image generation, but an obvious drawback
is that the images generated by game engines are clearly
recognizable to be fake nowadays. Compared to actual or
realistic images, it is more difficult to train visual networks
on such images generated by game engines.

In order to further solve the problem that the generated
images are not realistic enough, we propose a controllable
method, SST-GAN to generate realistic traffic images for
parallel vision. In contrast with virtual image generation
methods based on game engines [19], the proposed method
is based on generating adversarial network (GAN) and other
computer vision methods. The network is trained on a single
image from scarce scenes, and processes images captured
in the real world to controllably obtain realistic generated
images. The generated new images not only have the scene
characteristics relevant to the task requirements, but also
maintain the similarity to the original real images.

In general, the difference between rare scenes and common
scenes in autonomous driving is mainly reflected in two
aspects: scene style and scene contents, as shown in Fig. 1.
The difference in scene style is primarily reflected in the
weather (i.e., sun, rain and fog) and lighting (i.e., dawn, dusk,
night), and the scene contents mainly include the position or
postures of traffic subjects such as vehicles and pedestrians
and the relation between them [20]. The proposed method
can controllably modify the scene style and scene contents
of real images so that the generated images can be used as
a supplement to make up for the lack of rare scenes in the
original dataset.

Overall, this paper has the following main contributions.
• The controllable image generation method, SST-GAN

trained on only a single sample can generate a wide
variety of scarce images from the perspective of scene
style and scene content as needed.

• We introduce new transition retraining methods for
transferring the style of images while a reconstruction
loss function focusing on image structural similarity for
content generation into SST-GAN.

• Compared with the state-of-the-art method trained under
the same conditions, SST-GAN performs better.

The rest of the paper is organized as follows. In section II,
the related work such as parallel vision is summarized and
introduced. Section III proposes the approach to generating
realistic traffic images. And section IV shows the experi-
mental results and analysis. Lastly, section V presents the
conclusion of this paper.

II. RELATED WORK

A. Parallel Vision

The theory of parallel vision [21] originates from parallel
systems [22]. With the rapid development of computer vision
and the research of parallel systems being enriched and
improved in practice [23]–[26], parallel vision was proposed

as a new intelligent method for visual computing to solve the
visual problems of complex scenes. ACP (Artificial systems,
Computational experiments, and Parallel execution) is the
core idea of parallel vision. Among them, image generation
is the focus of artificial systems, realistic images are the basis
of computational experiments, and controllability is the key
to parallel execution.

Parallel vision has been widely applied in the field of
autonomous driving. Based on the artificial system in par-
allel vision, virtual worlds can be built with game engines.
ParallelEye and ParallelEye-CS [19] are generated in this
way and both of them are virtual traffic datasets with
annotations. These images can be used to train and evaluate
visual models in various traffic vision tasks. In addition,
parallel vision can solve the visual long-tail problem in
autonomous driving [13]. LoTR (Long-tail Regularization)
and PVAS (Parallel Vision Actualization System) based on
parallel vision are proposed and applied in IVFC (Chinese
Intelligent Vehicles Future Challenge), the longest-lasting
autonomous driving competition in the world. Moreover,
it is worth mentioning that controllable image generation
techniques based on game engine have been required and
plays a key role in this work.

B. Scene Style Transfer

Style transfer has been studied as a separate topic within
the field of computer vision. It can convert an image to
the target style while preserving the basic contents of the
image [27]. Foggy Cityscapes [28] adds fog to the normal
images in the Cityscapes [29] dataset by building an optical
model of fog and combining it with the depth information
of the image. Since images acquired under foggy conditions
are severely inadequate, Foggy Cityscapes has been widely
used for numerous related tasks and studies, even though it
is a dataset consisting of manually generated images.

Style transfer based on traditional image processing re-
quires the construction of a specific mathematical model
or image processing algorithm for each target style. GAN-
based style transfer networks, on the other hand, are able to
generate images for multiple extreme weather conditions or
lighting conditions simultaneously in a data-driven manner.
WeatherGAN [30] is specifically designed for the task of
transferring the weather conditions of an image from one
category to another. It enables the transfer of weather condi-
tions between sunny, cloudy, foggy, rainy and snowy days.
In addition, Vinod et al. [31] also implemented the transfer
of light conditions from day to night.

C. Scene Contents Generation

For simple images containing only a single object such
as face, a lot of sufficiently realistic images can usually
be generated with GAN due to the simplex contents of
the scene [32], [33]. However, traffic scenes often have
complex contents, and a single image contains a complex
background and numerous foregrounds. The existing deep
learning techniques such as GAN are unable to directly
generate realistic images, and they also cannot achieve the
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Fig. 2. Illustration of model architecture and training process. The architecture of the model is a pyramid of GANs from coarse to fine. Ii represents the
real images of different scales obtained after the training sample is downsampled with configured scale factors. These real images are applied to adversarial
training and reconstruction training of the generator network in each layer of the pyramid. zi and Ĩreci−1 ↑ denote the noisy inputs and the inputs from the
generator network of the upper layer Gi−1, respectively. In addition, Ĩadvi and Ĩreci denote the adversarial and reconstruction results of the generator in
each layer. Where Ĩreci−1 ↑ is the upsampling result of Ĩreci−1 with the same scale factor as Ii to Ii−1. (Best viewed in color.)

controllable generation of images with various scene con-
tents. Currently, many researchers have proposed new ideas
and methods in the fields of image inpainting [34] and image
augmentation [35], which inspire us to think and practice for
controllable generation of scene contents in complex scenes.

DVI [36] can synthesize regions temporarily obscured by
traffic agents in traffic videos using depth or point cloud
information. As a result, the erasure of dynamic traffic agents
such as vehicles and pedestrians in the traffic video can be
achieved. Zhang et al. [37] present a method to add virtual
pedestrians to real images and control the generation of
diversified images by modifying the position and posture of
the virtual pedestrians. Vobeckỳ et al. [38] propose another
method to insert real pedestrian images to the real images.
Also, the different arrangement of person keypoints can gen-
erate images of pedestrians with different postures, thereby
controlling the postures of added pedestrians. AADS [10]
builds a huge data augmentation system of autonomous
driving by fusing kinds of information such as traffic flow,
point cloud, depth, and semantic annotation, which can erase
or insert vehicles in traffic videos.

III. METHODOLOGY

Style transfer methods based on deep learning such as
CycleGAN [39] often requires a large number of target style
images as training set, which is not feasible in some scarce
scenes. And 3D-based content generation methods require

additional information such as depth or point cloud, which is
obtained at an additional cost and expense. In addition, there
is a lack of a unified way to both transfer the style of images
and generate scene content. Inspired by recent works [40],
[41] on super resolution and texture expansion trained with
a single natural image, this paper proposes a novel method
to augment and modify traffic images in terms of both style
and content with only a single training image.

A. Model Architecture and Training

The network proposed in this paper has a pyramidal archi-
tecture consisting of several generative adversarial networks.
Similar GAN-based pyramid architectures have been studied
and explored in several works [41], [42], and they are applied
to generate realistic traffic images in this paper.

As shown in Fig. 2, the GAN networks located at each
layer of the pyramid have similar structures and different
scales of inputs and outputs. To easily illustrate the network,
we use Li to represent the i-th level of the pyramid. L0

and LN represent the top and bottom layer of the pyramid,
respectively, and each layer from L0 to LN corresponds to
a coarse-to-fine GAN. Similarly, with a scale factor close to
0.75, the original training sample IN is downsampled to I0
layer by layer. Then, Ii is used as the training sample of the
GAN in layer Li. zi is the noise input of the generator Gi,
while Ĩadvi and Ĩreci are the output of Gi. Both of them
have the same size as Ii. Ĩreci ↑, as the input to Gi+1, is

1487

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on March 27,2023 at 02:07:57 UTC from IEEE Xplore.  Restrictions apply. 



the upsampling result of Ĩreci . And, it has the same size as
zi+1. In addition, a residual structure similar to generator in
SinGAN [41] as shown in Eq. 1 is applied to the generators
of each layer.

Out = G(Noise, Outpre)

= CNNG(Noise + Outpre) + Outpre
(1)

Where, Out and Outpre are the output of generator in the
current and previous layers. CNNG represents the convo-
lutional neural network in the generator. Also, in order to
accommodate images from more complex traffic scene, a
larger network is applied to improve the model capacity.

The training of the whole network starts from layer L0.
And the training loss for the i-th GAN in layer Li is
comprised of an adversarial term and a reconstruction term,

min
Gi

max
Di

[
Ladv
Gi,Di

+ αLrec
Gi

]
(2)

In the adversarial training process of layer Li, the input of
Gi (i > 0) consists of two parts, which are the random
noise input and Ĩreci−1 ↑ from the previous layer Li−1. The
generated result is discriminated from the training sample
Ii by a discriminator. As shown in Eq. 3, the WGAN-GP
loss [43] is used as the adversarial loss to update the network.

Ladv
Gi,Di

=E
[
Di

(
Gi

(
zi, Ĩ

rec
i−1 ↑

))]
− E [Di (Ii)]

− λE
[(∥∥∥∇Ĩadv

i
Di

(
Ĩadvi

)∥∥∥
2
− 1
)2] (3)

Where, λ is the weight coefficient of the gradient penalty.
In the reconstruction training process of layer Li, Ĩreci−1 ↑
from the previous layer is the only input to Gi, and Ĩreci is
obtained after the generator. With the reconstruction training,
Ĩreci gradually approximates Ii under the constraint of the
structural similarity index (SSIM) loss [44], Lrec

Gi
as shown

in Eq. 4.

Lrec
Gi

= 1−

(
2µĨrec

i
µIi + c1

)(
2σĨrec

i Ii
+ c2

)

(
µ2
Ĩrec
i

+ µ2
Ii
+ c1

)(
σ2
Ĩrec
i

+ σ2
Ii
+ c2

) (4)

Where, µ and σ represent the mean and variance of the
corresponding images, respectively. In addition, c1 = (k1L)

2

and c2 = (k2L)
2 are constants. Generally, k1 = 0.01, k2 =

0.03, and L is the dynamic range of the pixel values,
28 − 1 = 255 for 8-bit depth images. The final effect of
the reconstruction training satisfies Eq. 5. z0 as the input
can reconstruct the original training sample IN after some
series of trained generators.

IN ' ĨrecN = GN (0, ...G1(0, G0(z0) ↑) ↑ ...) (5)

B. Process of Controllable Style Transfer

In the coarse-scale layers of the pyramid, small changes
in the image content can result in dramatic changes in the
content of final output image. In contrast, in the fine-scale
layers of the pyramid, the generator does not make major
changes to the content of the input image, but only to the
style of the image.

Therefore, when the network is applied to style transfer,
we first train the pyramid network on images with the target
style. At this time, the generators in the pyramid can learn the
style information of the training sample while reconstructing
it. When we directly feed the source image that needs to be
transferred to the trained fine-scale generator, the generated
image can retain the content information of the source image,
but the style of the image is not very obviously transformed.
It is because during the previous reconstruction training, the
input and output images are similar, and the generators do
not learn to make a style transfer. Therefore, we need to
further train the fine-scale generator with the source and
target images in order to enable the generators to learn to
transfer the image style while keeping the image content
essentially unchanged.

We select the finer scale generators (GN or GN−1) for
further training. First, the target image is converted into a
transition status such as the grayscale or quantized image,
which has the same content information as the target image,
but a different style transferred by traditional image pro-
cessing methods. And then, the transition image is fed into
the generator to reconstruct the target image. The generator
further trained in this way has the ability to transfer the
transition image to the target style without changing the
content information. In the inference stage, the same methods
are applied to convert the source image to a transition state as
well. Finally, the transition image is fed into the well-trained
generator to transfer the source image to target style.

C. Process of Controllable Contents Generation

After training the pyramid network with a single sample,
we fix the parameters of generators. Referring to Eq. 5, a
series of generators can gradually reconstruct the image from
a specific noise input. During the reconstruction process, we
can artificially modify the image fed into one of the coarse-
scale generators. And the defects present in the modified
image can be gradually improved by the finer-scale genera-
tors. In this way, realistic image content can be generated in
a controlled manner.

The input image of the coarse-scale generator can be
obtained by modifying the original image IN and down-
sampling it. The modification of the original image is con-
trollable and can be accomplished automatically by setting
specific targets. However, the image with a simple modi-
fication is not realistic enough. With the aid of a series of
fine-scale generators, it is possible to obtain a realistic image
with the content that we design. Also, if you want to keep
the unmodified area completely, you can generate a mask
while modifying the image. The final target image is obtained
by masking out the part of the generated image outside the
modified area and then overlapping it with the original image.

IV. EXPERIMENTS

In this section, we conduct experiments on the BDD100K
dataset [11], which is the largest publicly autonomous driving
dataset with the most diverse content. Therefore, we can find
some traffic images in rare scenes from BDD100K as the
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Train Sample Source Image SinGAN Ours

Daytime to Dusk

Sunny to Rainy

Person Generation

Vehicle Generation

Fig. 3. Results of our proposed method for style transfer and content generation are shown in the figure above. Take the examples of sunny to rainy,
daytime to night, and vehicle or pedestrian generation. The proposed method is also compared with SinGAN [41], which also uses a single sample as the
training set. (Best viewed in color.)

training set. These scenes are rare in reality, and that’s why
they are often easily ignored and difficult to identify by the
autonomous driving vision system.

Training the network on only a single target style image,
we can change the style of the images such as weather
and lighting conditions. As shown in the first two rows of
Fig. 3, the images from common scenes such as sunny and
daytime images are transferred into rainy and dusk images,
respectively. In addition, the method proposed in this paper
can also perform style transfer between images of various
weather and lighting conditions. And the key is that only
one sample in the rare style needs to be captured to enable
the expansion of a large number of images.

Some traffic scenes, such as tunnels, are relatively rare in
image datasets for automated driving. But as long as there
is one image that has been captured, we can automatically
modify and adjust the image based on the label of lanes,
vehicles, pedestrians, etc. The directly modified images are
not realistic enough, and our proposed method applied to
them results in similar but more realistic images. As shown
in the last two rows of Fig. 3, we have artificially modified
the positions of vehicles and pedestrians in the real images,
respectively, and then realistic images are generated.

Overall, our proposed method provides a novel and ex-
cellent solution to generate realistic images from both style
and content directions when there is a severe lack of training
samples. Also, as the comparative experiments with SinGAN
which is also trained on a single sample, shown in Fig. 3,
the proposed method can generate more realistic images. The
style of images generated by our proposed method is closer

to the target style, while the details of the traffic target are
restored more realistically and carefully. In contrast, SinGAN
trained under the same conditions generates images with
little difference in style from the original images, and the
generated traffic objects are heavily defaced, destroying the
integrity of the objects and the authenticity of the images.

V. CONCLUSION

We introduce a controllable approach to generate realistic
images for parallel vision. In particular, for some rare traffic
scenes, there are only few or even a single training image
that can be acquired. The proposed method trained on a
single traffic image can controllably generate a lot of realistic
images through both style transfer and content generation as
needed. In addition, it is known from experiments that SST-
GAN performs better under the same conditions compared
with other methods.
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