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ABSTRACT

Few shot segmentation is a newly-developing and challeng-
ing computer vision task which only provided with few la-
beled samples of the novel class. Some recent works on this
problem focus more on how to design an effective comparison
module but ignore how to extract the features passed to com-
pare. In this paper we propose a novel model named LTAF-
Net for few-shot segmentation. This model aims to adaptively
recalibrate the extracted features which could boost the accu-
racy of dense comparison between support features and query
features. Besides an additional prediction refinement module
is designed to refine the initial mask. Meanwhile this method
can apply to k-shot setting without developing a new special-
ized architecture and achieve competitive performance. Ex-
periments on PASCAL-5i and FSS-1000 strongly prove the
effectiveness of the proposed model. Our model outperforms
the second-best method 1.4% in 1-shot and 0.76% in 5-shot
respectively in PASCAL-5i.

Index Terms— Few-shot semantic segmentation, Adap-
tive feature learning, Mask refinement

1. INTRODUCTION

Deep convolutional neural networks have achieved a great
breakthrough in various tasks. In semantic segmentation,
plenty of networks were proposed to predict pixel-wise clas-
sification. However, all of these methods are developed on
large-scale datasets, e.g. ImageNet [1], when faced with a
small amount of annotated images for a novel category, it
is difficult to learn proper parameters. Additionally, collect-
ing enough annotated images with high quality is costly and
time-consuming. Humans can effectively learn novel con-
cepts from only one or a few examples in unseen categories
and recognize them reliably because Humans could exploit
the experiences accumulated before to accelerate the learning
process. Few-shot learning (FSL) is designed to bridge the
gap between humans and machine learning algorithms. FSL
aims to learn a model that is easy to transfer to new classes
with scant labeled samples. Few-shot segmentation is the
application of FSL in semantic segmentation.

Most methods to solve this problem adopt a two-branched
network, one is condition branch (support branch), the other
one is segmentation branch (query branch). This structure
was first proposed by Shaban et al.[2], they utilize condition
branch to produce the last layer parameters in segmentation
branch through weight hashing, then mask the query image to
obtain prediction map. Zhang et al.[3] employ masked aver-
age pooling to acquire the feature representations of targeted
category, and adopts cosine similarity to identify the class of
each pixel from the query image. CANet [4] adopts a dense
comparison model to fuse the features from condition branch
and segmentation branch. PGNet [5] uses graph attention [6]
to measure the similarity of every pixel in support branch and
query branch. CRNet [7] introduces a cross-reference module
to generate reinforced features.

These methods mentioned are all focus on how to make
an effective comparison between support and query images.
However they ignore to explore how to adjust the extracted
features in the current task. Due to the limited annotated sam-
ples, the support object may vary greatly from the query ob-
ject though they belong to the same category. The features
from support and query set may be far away in embedding
space. It will mislead the comparison module to make an in-
correct decision. In the paper, we propose LTAF-Net to solve
few-shot segmentation by exploring the correlation between
support and query features. We treat the correlation as task
embedding which contains the information of current one-
shot segmentation task. The process of adaptively re-calibrate
the features is task-aware because different task will actively
select the optimal optimized direction.

Because of the lacking of labeled novel data, the pre-
diction mask from the two-branched architecture is usually
crude. Though the prediction module can catch the pri-
mary locations, it will also drop abundant details such as the
edge information. Consequently, we introduce an additional
coarse-to-fine module to refine the generated confidence map
to restore the missing part.

The main contributions of this paper are listed as follows:
(i)We propose a novel network named LTAF-Net to improve
the quality of representations produced which could be more
appropriate for the current support-query task. (ii) We de-
sign a U-shape prediction map refinement module to refine
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Fig. 1. The framework of (a) LTAF-Net architecture, (b) Task-aware feature adaption module, (c)Mask refinement module.

the predicted masks from coarse to fine-grained. It could fill
the holes, detail the outlines and refine the edge of the tar-
geted objects. (iii) We average the extracted features as the
prototype to improve the accuracy of the dense comparison in
k-shot setting. This approach is simple but effective.

2. TASK DESCRIPTION

Few-shot segmentation is designed to identify the unseen cat-
egory of pixels in test images when only given a few pixel-
level annotated images with the same category.

In few-shot segmentation, the entire dataset is divided into
two parts, Dtrain is employed for training the model while
Dtest is used for verifying the trained model. There are no
overlapped categories in these two datasets. At both the train-
ing and testing stages, we sample a few episodes for each
class T = {(Si, Qi), i = 1, 2, ..., n}. Each episode contains
a support set S = {(xsi, ysi), i = 1, 2, ..., k}. where xsi is
a support image and ysi is a binary mask of the support im-
age and a query set Q = {(xq, yq)} where xq is a query im-
age and yq is the pixel-level annotated mask. In the training
phase, model sets every episode data as input and produces
predicted mask ŷq as output, then utilizes the loss L(ŷq, yq)
between prediction and ground-truth to optimize the parame-
ters. In the testing phase, we use the Mean-IoU to identify the
performance of the trained model.

3. METHODOLOGY

We will detailly describe our proposed network devoting on
few-shot semantic segmentation in this section. The model is
illustrated in 1-shot case and it is similar to k-shot case. An
overview of our LTAF-Net is shown in Fig 1 (a). It mainly
consists of four modules: shared feature extraction module,
task-aware feature adaption module, mask prediction model
and prediction map refinement module. The entire network is
designed by end-to-end.

3.1. Shared Feature Extraction Module

The shared feature extraction module aims to extract rep-
resentations for both condition branch and segmentation
branch. We adopt ResNet-50 [8] which was pre-trained on
ImageNet [1] as the backbone of feature extractor. In few-
shot semantic segmentation, we assume middle-level features
can better generalize to unseen categories. In consequence
we remove the layers of block4 and concentrate the features
between block2 and block3. We use dilated convolutions [9]
in layers of block3 to maintain the same spatial resolution as
block2. After processed by a 3 × 3 convolutional layer, the
dimension of the fused feature would be transformed from
1536 to 256 and the whole feature map is 1/8 of the original
input image resolution. At training time, the parameters are



fixed to reduce the computational cost.

3.2. Task-aware Feature Adaption Module

The task-aware feature adaption module aims to encode
the current one-shot segmentation task information to task-
embedding. The architecture of this module is shown in Fig
1(b). The task information contains two parts, one is current
category vector, the other is current support-query pair fea-
ture. Current category vector is produced by mask average
pooling of support feature map. The current support-query
pair feature is developed by a combination of support and
query feature. These two features are passed to a 1 × 1 con-
volution layer to produce task-embedding. To increase the
discriminability of the task-embedding, we normalize it to
follow the distribution of N(0, 1) as:

x̂ =
x− µ
σ

(1)

where x̂ and x represent the features before and after normal-
ization, µ is the mean val of x and σ is the standard devia-
tion of x. Afterward, the task embedding is obtained through
a two-layers FC layer and activated by sigmoid. Finally we
multiply a learnable scale α and add to the original support
feature and query feature to produce recalibrated features.

Gs = Fs+ αf(Fs, Fq), Gq = Fq + αf(Fs, Fq) (2)

where Gs,Gq are the recalibrated features of support and
query respectively, and f(.) represents the whole task-aware
feature adaption model.

To ensure the recalibrated features will not lose their orig-
inal main information, a decoder is attached for predicting the
segmentation results. The decoder is composed of an Atrous
Spatial Pyramid Pooling(ASPP) [9] layer and a res-block to
generate the prediction of foreground confidence map. The
cross entropy loss used in this part listed in the following:

Lt = −(
∑
i

∑
j

Ys(i, j)log
Ms(i,j) +

∑
i

∑
j

Yq(i, j)log
Mq(i,j))

(3)
where i, j is spatial location of prediction Ms,Mq or anno-

tated mask Ys, Yq .

3.3. Mask Prediction Module

Mask prediction module is set to obtain the segmentation re-
sult for query image at the condition of target category vector
provided by support feature in condition branch. The fea-
ture in condition branch applies mask average pooling [10] to
capture the target category vector. Then it is up-sampled to
the same spatial size as query feature for the concentration of
these two features. We pass the concatenated feature to an
Atrous Spatial Pyramid Pooling (ASPP) module to produce a
representation contains multi-scale semantic information.

3.4. Prediction Map Refinement Module

The prediction map from mask predicting module is not accu-
rate enough, but it could locate most regions. Therefore, we
regard this mask as an initial prediction map and pass it to pre-
diction map refinement module for further adjustment. As de-
scribed in Fig 1(c), the module consists of an encoder-decoder
structure leading to a U-shape. Each convolution block ap-
plies a 3 × 3 convolution operation, BN layer and ReLU ac-
tivation function. In encoder, the convolution block followed
by max-pooling repeats four times to down-sample the res-
olution of the feature map to 1/32 of the original resolution.
An extra convolution block connects the encoder part and the
decoder part. The decoder concentrates decode-feature and
encode-feature with the same spatial size then passes it to
convolution block and up-sample to twice the size. This pro-
cession also repeats four times. To better amend the refine-
ment, the model acts with the condition of the original RGB
query image. Finally, this module produces a 2-dimension
prediction map that acts as a residual part added to the initial
prediction map:

M̂(i, j) =M(i, j) +G(M(i, j)|Q(i, j)) (4)

where G(.) is the model of refinement, Q is the query RGB
image, and M is the initial mask, i and j represent spatial
location.

When it comes to k-shots segmentation task, there is no
need to redesign a new network. The model trained on one-
shot segmentation setting is adopted. During test time, we av-
erage the k pairs adjusted features respectively and use these
two fused feature maps to predict final masks. We find that
there is a significant performance improvement with the help
of this simple operation.

4. EXPERIMENTS

4.1. Implementation details

We employ ResNet-50 pre-trained on ImageNet as the back-
bone feature extractor. Specially, we remove the layers in
block4 and concentrate the features of block2 and block3,
then pass these features to the two-branched framework. Dur-
ing training we keep the parameters of backbone fixed. We
adopt horizontal flip, randomly crop and randomly rotate
for data augmentation as previous works did. Our model is
trained end-to-end by using SGD with momentum 0.9 for 100
epochs. The learning rate is 0.0025.

4.2. Dataset

PASCAL-5i: PASCAL-5i is a dataset for few-shot semantic
segmentation first built in [2]. We adopt the same category
division for fairly comparing. 20 categories from PASCAL
VOC 2012 are divided into 4 folds, 3 folds for training and 1
fold for testing in cross-validation manner. More details can



Method Backbone 1-shot mIoU 5-shot mIoU

OSLSM[2] VGG16 40.8 41.4
Co-FCN[10] VGG16 41.1 43.9

AMP[12] VGG16 43.4 46.9
SG-one[3] VGG16 46.3 47.1
PANet[13] VGG16 48.1 55.7
CANet[4] ResNet50 55.4 57.1
PGNet[14] ResNet50 56 58.5
CRNet[7] ResNet50 55.7 58.8

SimPropNet[15] ResNet50 57.19 60.04
FWB[16] Resnet-101 56.19 59.9

Base ResNet50 52.78 55.49
Base+FA ResNet50 56.09 58.97

Base+FA+MR ResNet50 57.26 59.84
Base+FA+MR+MS ResNet50 58.59 61.36

Table 1. Comparison with the state-of-the-art methods in the
PASCAL-5i. Base means the backbone we adopt, FA means
task-aware feature adjust module, MR means mask refine-
ment module. MS means multi-scale test. Our final result
of LAFT-NET is the combination of FA,MR,MS.

be referred in [2]. At testing, we adopt the same random seed
in previous works and sample 1000 pairs from the test splits.

FSS-1000: FSS-1000 is another dataset for few-shot se-
mantic segmentation set up by Li et al. [11]. It contains 1000
classes with 10 images and corresponding annotations in each
class. We split 240 classes for testing, 160 classes for validat-
ing and remaining 640 classes.

Comparison with state-of-the-art. We compare our
model with state-of-the-art methods in PASCAL-5i dataset
in Table 1. Mean-IoU is used as the evaluation criterion.
The images are resized to scale 321 × 321 during training
and are tested on their original size. For fairly comparing,
we point out different methods may choose different back-
bone(VGG16 [17] , ResNet-50 [8]) to extract features and
divide the table into two parts. The top group shows the
approaches that rely on VGG-16 as backbone architecture,
whereas the methods in the bottom resort to ResNet to extract
features. Our model outperforms the second-best method
1.4% in 1-shot task and 0.76% in 5-shot task. Particularly,
compared to the base model CANet, our model achieves a
significant improvement of 3.19% and 4.26% in 1-shot and
5-shot respectively.

Besides, we explore the role of different modules in the
network. From the form, we could find task-aware feature
adaption module, prediction map refinement module, multi-
scale processing could bring 3.31%, 1.17%, 1.33% meanIoU
improvement in 1-shot setting respectively. In addition, these
modules improve 3.48%, 0.87%, 1.52% in 5-shot setting.

We also evaluate our model in FSS-1000 dataset. The ex-
amples in FSS-1000 are all with the size of 224 × 224. The
baseline results we quote in Table 2 reproduced in [18]. Our
model still exceeds other methods at least 4.18% in 1-shot
and 2.26% in 5-shot. We find the result of 5-shot only ele-

Method Backbone 1-shot mIoU 5-shot mIoU

OSLSM[2] VGG16 70.29 73.02
Co-FCN[10] VGG16 71.94 74.27

FSS-1000[11] VGG16 73.47 80.12
OTB[18] VGG16 80.83 83.36

LTAF-Net(ours) ResNet50 85.01 85.62

Table 2. Comparison with the state-of-the-art methods under
1-shot and 5-shot setting in the FSS-1000 dataset. The bold
results mean the best performance achieved on this dataset.

vates 0.61% comparing with the result of 1-shot. Neverthe-
less, The promotion in PASCAL-5i is 2.77% which seems
more significant. In fact, the picture quality in FSS-1000 is
more higher than in PASCAL-5i, most target objects are lo-
cated in the main position. The variance of features in the
same category is relatively small. Therefore fusing the fea-
tures can not bring a remarkable improvement.

Qualitative Results. We describe the visual segmentation
result of our proposed model in Figure 2. The model success-
fully segment the target category guided by the support image
and corresponding mask. The last two columns of Figure 2
indicate that even for the same query image, our model can
identify different categories for segmentation when different
support examples are supplied.

Support set

Query set

Ground-Truth

Prediction

Bird Aeroplane CatChair

Fig. 2. One-shot segmentation results in PASCAL-5i.

5. CONCLUSION

We put forward a novel network named LTAF-Net to solve
few-shot segmentation. It mainly contains two contributions.
The task-aware feature adaption module encodes the current
task information to adaptively adjust the extracted features.
Additionally, the refinement module is used to refine the ini-
tial prediction. It is also easy to be generlized to k-shot sit-
uation by simply fusing the recalibrated features. Compre-
hensive experiments verify the effectiveness of our proposed
model and achieve state-of-the-art results.
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