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Abstract. The goal of object navigation is to navigate an agent to a tar-
get object using visual input. Without GPS and the map, one challenge
of this task is how to locate the target object in the unseen environment,
especially when the target object is not in the field of view. Previous
works use relation graphs to encode the concurrence relationships among
all the object categories, but these relation graphs are usually too flat
for the agent to locate the target object efficiently. In this paper, a Hier-
archical Graph Convolutional Neural Network (HGCNN) is proposed to
encode the object relationships in a hierarchical manner. Specifically, the
HGCNN consists of two graph convolution blocks and a graph pooling
block, which constructs the hierarchical relation graph by learning an
area-level graph from the object-level graph. Consequently, the HGCNN
based framework enables the agent to locate the target object efficiently
in the unseen environment. The proposed model is evaluated in the AI2-
iTHOR environment, and the performance of object navigation shows a
significant improvement.

Keywords: Object navigation - Hierarchical relation graph -
AI2-iTHOR

1 Introduction

Object navigation [2,5,18] provides a fundamental capability for robots and
other unmanned systems, which has attracted great attention in the past few
years with the development of various embodied Al simulators.

The goal of object navigation is to navigate an agent to a specified tar-
get using the first-view visual input such as RGB image. To achieve this goal,
the agent should learn about visual representation and navigation policy. For
instance, when an agent is asked to find an apple in an unseen environment, it
should know the appearance of the apple and how to search it in the environ-
ment. Furthermore, the agent should also be able to reason, especially in the
unseen environment, because targets are often out of sight at the first location.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Pimenidis et al. (Eds.): ICANN 2022, LNCS 13530, pp. 544-556, 2022.
https://doi.org/10.1007/978-3-031-15931-2_45


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15931-2_45&domain=pdf
http://orcid.org/0000-0002-5905-4068
https://doi.org/10.1007/978-3-031-15931-2_45

Learning Hierarchical Relation Graph for Object Navigation 545

Recently, to learn an informative visual representation and gain the ability
of reasoning, Graph Convolutional Network (GCN) has been introduced into
this task to construct relation graphs [5,11] among the object categories in the
environment. However, almost all existing relation graphs used in this task are
inherently flat, which means that they can only encode the local object-level
relationships among the object categories and ignore the hierarchical structure
of the relation graphs. On the other hand, the hierarchical architecture of knowl-
edge is key for humans to learn how to navigate to a target. For example, when a
person is asked to find a plunger in a house, he may first recall that the plunger,
toilet paper and toilet always appear in the same area. Then he will search for
that area in the house because it is easier to find the area than the plunger in the
big house. Finally, when he gets to the area, he will search for the plunger in the
area and find it eventually. The example shows that the hierarchical architecture
of knowledge makes human’s decision-making more efficient, which inspires us
to design the agent acting like that.

The main challenge is how to learn the hierarchical architecture of the rela-
tionships among the object categories in the environment. Specifically, the model
needs to extract the area-level concepts from the existing object categories and
encode the relationships among them in the area-level relation graph. Learn-
ing how to utilize the hierarchical relation graph to navigate is another chal-
lenge. We notice that Zhang et al. [22] implement a Hierarchical Object-to-Zone
(HOZ) graph to learn hierarchical relationships among the object categories,
which makes a significant improvement over the baseline. However, the HOZ
graph is limited by setting the so-called current zone, sub-goal zone and target
zone by rules, for the agent to get an efficient navigation policy. And the HOZ
graph uses a heuristic method to generate the area-level graph rather than a
learning scheme.

In this paper, a novel Hierarchical Graph Convolutional Neural Network
(HGCNN) is proposed to encode the hierarchical relationships among the object
categories for navigation. Specifically, the HGCNN consists of two graph con-
volution blocks and a graph pooling block, where the graph convolution blocks
encode the relationships among the nodes, and the graph pooling block pro-
vides a way to cluster the nodes in the object-level relation graph together and
then extract the area-level concepts as new nodes. After that, an area-level rela-
tion graph with the new nodes can be constructed. Besides, an LSTM layer is
implemented as the navigation policy module to learn to utilize the hierarchical
relation graph to navigate in the unseen environment. By end-to-end reinforce-
ment learning, the agent is able to utilize the hierarchical object relationships
to reason and navigate to the target efficiently.

The proposed model is evaluated in the AI2-iTHOR [9] environment, and
the experiment shows a significant improvement over the baseline. The main
contributions of this paper can be summarized as follows:

— A novel Hierarchical Graph Convolutional Neural Network (HGCNN) is pro-
posed to encode the hierarchical relation graph for object navigation.
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— This paper modifies the DIFFPOOL [21] layer and introduces it into the
HGCNN, which facilitates the task a lot.

— With the implementation of the HGCNN, the performance of object naviga-
tion shows a significant improvement.

2 Related Work

Visual Navigation. According to the different ways of setting goals, target-
driven visual navigation can be divided into ImageGoal navigation [11,23], Point-
Goal navigation [17] and object navigation. This paper focuses on object naviga-
tion, which aims to navigate an agent to a target object in the unseen environ-
ment. Conventional works usually treat visual navigation as a geometric prob-
lem. Oriolo et al. [14] use a given map to navigate the robots. Gupta et al.
[6] divide it into two parts: mapping and planning, which makes it more inter-
pretable. However, these approaches usually have problems in dealing with com-
plex environments or situations. So reinforcement learning (RL, e.g., A3C [13]
and DDPPO [17]) is introduced into this task to learn the complex policy [23].
However, instead of relying on the map or focusing on the training algorithm,
this paper proposes the HGCNN to learn an visual representation to provide
more prior knowledge for navigation.

Object Navigation. Recent works improve generalization to unknown environ-
ment with different strategies. Chaplot et al. [2] build an episodic semantic map
to explore the environment. Maksymets et al. [12] propose a data augmentation
technique to address overfitting in object navigation. Ye et al. [20] add auxiliary
learning tasks to improve the generaliazation to unknown environment. This line
of works have achieved great results but they also rely on other inputs besides
RGB image, such as depth image and GPS coordinate. In this paper, we propose
a novel method to navigate the agent to the target object only using the RGB
input.

Learning Visual Representation Based on Graph. Learning visual repre-
sentation aims to extract an informative feature vector from the visual input.
Moreover, many works use graphs to encode prior knowledge to facilitate visual
navigation. Du et al. [5] introduce an Object Relation Graph (ORG) which can
be learned during end-to-end training to encode the concurrence relationships
among object categories. Yang et al. [19] leverage a knowledge graph to encode
the semantic scene priors. Lv et al. [11] use a relation graph to encode the 3D
spatial relationships among object categories. Taniguchi et al. [16] propose a
graph-based memory to encode the topological memory for navigation. How-
ever, the graphs this line of works construct are mostly flat, which means that
the visual representation they learn can only encode the local feature of the envi-
ronment. In this paper, the HGCNN is proposed to construct the hierarchical
relation graph, which contains a subset of global object relationships.

Graph Pooling. The goal of graph pooling is to extract the global feature from
the original graph. In particular, there are three different mechanisms for graph
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Fig. 1. Model overview. The proposed model includes two main modules: the visual
representation module and the navigation policy module. The visual representation
module takes the current first-view image and the target object category as input
and generates a visual representation. Given the visual representation, previous action
probability and hidden state, the navigation policy module outputs the current action
probability.

pooling, and they are mechanisms based on graph coarsening [21], mechanisms
based on edge contraction [4] and mechanisms based on TopK [10] respectively.
In this paper, the HGCNN focuses on mechanisms based on graph coarsening
(e.g., DIFFPOOL [21]). Different from the conventional graph pooling, in this
paper, the standard DIFFPOOL is modified according to the task specificity
and introduced into the HGCNN, which facilitates the task a lot.

3 Model

In this section, the task definition of object navigation is introduced at the
beginning. Then this paper provides an overview of the proposed model. Finally,
the HGCNN and how it works to construct the hierarchical relation graph are
expatiated.

3.1 Task Definition

Given an object category, the goal of the task in this paper is to navigate an
embodied agent to a specified target only using the first-view visual input such
as RGB image, while the conventional navigation input is not available such
as GPS. At the beginning of each episode, the agent is initialized at a ran-
dom state S = {x,y,6,,0,} in a random scene, where & and y represent the
location of the agent, 6, and 6, represent the point of view of the agent.
With the first-view visual input, the agent should select a series of actions
from A = {MoveAhead, RotateLeft, RotateRight, Look Down, LookUp, Done}
to navigate to the object which belongs to the given object category. At the end
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of each episode, when the target object is in the field of view and the distance
between the agent and the target object is less than a threshold(e.g., 1.5m)
and the agent chooses the action Done, the experiment counts this episode as a
successful episode, otherwise it is a failure one.

3.2 Model Overview

The proposed model has two main modules: the visual representation module
and the navigation policy module (Fig. 1). Specifically, the visual representation
module has three main components: an HGCNN, a Resnet-18 [7] and an object
category encoder. The navigation policy module is an LSTM layer to learn how
to utilize the visual representation to predict efficient actions.

First, given an object category and a current first-view image, the proposed
model employs a Faster RCNN [15] to get the local detection feature which
consists of the bounding box positions and detection confidence. After that,
the model concatenates it with the object embedding as location-aware feature
(LAF) following [5]. And then the HGCNN encodes the hierarchical relationships
among the object categories, the Resnet-18 which is pretrained on ImageNet [3]
embeds the current first-view image to extract the visual feature, and the object
category encoder uses a one-hot vector to encode the target object category.
After that, three new embeddings are generated and they are concatenated as a
visual representation vector. Finally, the model inputs the visual representation
vector, the previous action and the hidden state to the LSTM layer to predict
efficient actions.

3.3 HGCNN

Similar to Convolutional Neural Network (CNN), the proposed HGCNN consists
of two main components: the graph convolution block and the graph pooling
block (Fig. 2).

Graph Convolution Block. The goal of the graph convolution block is to
learn the object representation embedding. Consider such a graph G = (N, A),
each node n € N denotes the LAF extracted from the current first-view image,
and each edge a € A denotes the relationship among different nodes. The graph
convolution block uses a multi-layer GCN to learn the object representation
embedding, and a GCN layer is expressed as:

Z = f(AXWeony) (1)

where A denotes the adjacent matrix, X denotes all the nodes, W, denotes the
embedding matrix and f(-) denotes the ReLU activation function. After that,
an object representation embedding Z is generated.

Graph Pooling Block. The graph pooling block provides a way to cluster the
nodes in the object-level graph together and then extract the area-level concepts
as new nodes (Fig.3). After that, an area-level graph can be constructed. In
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Fig. 2. Detailed structure of the HGCNN. The HGCNN consists of two main
components: the graph convolution block and the graph pooling block. The graph
convolution block aims to learn the object representation embedding. And the goal of
the graph pooling block is to cluster the nodes in the object-level relation graph to
extract the area-level concepts as new nodes and then construct the area-level relation
graph. Additionally, at the end of the HGCNN, a graph attention layer is introduced
to obtain the final feature.

H..

the graph pooling block, a modified DIFFPOOL [21] layer is implemented to
achieve this goal. Specifically, the graph pooling block first uses a multi-layer
GCN to learn a cluster assignment matrix S from the object-level graph and
then constructs a new area-level graph using the cluster assignment matrix S.
The number of columns of S is a hyperparameter that corresponds to the number
of areas. In particular, the following equations are applied:

S = softmax(f(AX Wpoot)) (2)
X' =5"7 (3)
A = 8T AST (4)

where Wi, denotes the pooling embedding matrix, S denotes the assignment
matrix, X’ denotes all the nodes in the area-level graph, and A’ denotes the new
adjacent matrix. After that, a new coarsened area-level graph can be constructed.
Then the HGCNN uses the other graph convolution block to learn an area-level
object representation embedding.

In the standard DIFFPOOL [21] layer, the cluster assignment matrix S pro-
vides an assignment of each node at the low layer to the new cluster at the high
layer. Each row of S corresponds to a node at the low layer, and each column of
S corresponds to a cluster at the high layer. Therefore, each row of S should be
close to a one-hot vector because each node at the low layer can only cluster to
one node at the high layer. However, in this work, the distribution of objects in
the environment always changes, which means that an object not always clusters
to an area. In other words, each row of S does not need to be close to a one-hot
vector. So this constraint is removed in the model.
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Fig. 3. Graph pooling block. The goal of the graph pooling block is to cluster the
nodes in the object-level relation graph to extract the area-level concepts as new nodes
and then construct the area-level relation graph.

Model Details. In the HGCNN, the first graph convolution block uses two
GCN layers to learn the object-level representation embedding. Then the graph
pooling block uses two GCN layers to learn the assignment matrix S. Finally,
the second graph convolution block uses another two GCN layers to learn the
area-level representation embedding.

After the graph convolution blocks, two new embeddings Z; and Z, are
generated. Following [5], a graph attention layer is introduced to obtain the
attended location-aware appearance feature. By concatenating it with LAF, the
HGCNN outputs the final feature.

4 Experiments

4.1 Environment Settings

The proposed model is evaluated on AI2-iTHOR v1.0.1, which contains four
types of scenes, and each of them contains 30 rooms. Following [18], a subset
of 22 object categories are selected from the four types of scenes to ensure that
there are more than 4 objects in each scene. Moreover, the rooms from each
scene are divided into three parts, 20 as the training set, 5 as the validation set,
and the remaining 5 as the testing set.

4.2 Evaluation

In this paper, the experiment uses success rate (SR) and success weighted by
path length (SPL) [1] to evaluate the proposed methods. SR is the success rate of
the agent finding the target objects, which is defined as the ratio of the number
of successful episodes and the number of all the episodes. SPL aims to evaluate
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the proximity between the actual path and the optimal path, which is formulated
opt
as SPL = £ 5N §(i)—%:

max Li,L?pt ’
and L; represent the opti(mal pa)th length and the actual path length in episode
1 respectively, and 0(4) is a binary indicator to indicate whether the episode i is
successful. We report results for all targets (ALL) and a subset of targets (L > 5)
whose length of optimal path is no less than 5.

where N denotes the number of episodes, L{?*

4.3 Implementation Details

In this paper, a fundamental model which simply inputs the feature extracted
by the Faster RCNN to the LSTM layer to predict the actions is chosen as the
baseline. The A3C algorithm is introduced to train the proposed model for 6M
episodes with 12 asynchronous workers. In each episode, the agent is penalized
every step with —0.01, which forces the agent to learn the most efficient policy.
At the end of each episode, the agent will get a reward of 5 if the episode
is successful. The Faster RCNN in the model is pretrained and finetuned on
AI2-iTHOR dataset. To update the network, the experiment employs Adam
optimizer [8] with a learning rate of 10~%.

Besides, all the models are evaluated in the validation set for 250 episodes in
each scene type, and the model with the highest success rate is selected. Due to
the stochasticity of the inference, the experiment performs each model 5 times
in the testing set and calculates the average of all metrics as the final result.
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Fig. 4. Impact of the number of areas.

4.4 Ablation Study

Impact of the Number of Areas. In this paper, the number of objects is set
to 22, and the number of areas is a hyperparameter that determines the size of
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the area-level relation graph. In theory, whether the number of areas is too large
or too small, the HGCNN will be less effective, which can be proved in Fig. 4.
As indicated in Fig. 4, the optimal number of areas in the experiment is 5. So
the number of areas in the remaining experiments is set to 5.

Table 1. Comparisons of different graph pooling block.

Method ALL L>5
SR |SPL |SR |SPL
NO pooling 0.663 | 0.377 | 0.564 | 0.368

Standard DIFFPOOL | 0.678 | 0.386 | 0.587 | 0.381
Modified DIFFPOOL |0.713 | 0.400 | 0.626 | 0.402

Impact of the Graph Pooling Block. In the proposed model, the HGCNN
uses the graph pooling block to cluster the nodes and extract the area-level
concepts as new nodes. According to the task specificity, the DIFFPOOL layer
is modified and introduced into the HGCNN. Table 1 indicates that the model
with modified DIFFPOOL layer outperforms the model with standard DIFF-
POOL layer and the model without graph pooling block. So in the remaining
experiments, the modified DIFFPOOL layer is introduced to cluster the nodes
and extract the area-level nodes.

Table 2. Comparisons of navigation results.

Method ALL L>5

SR |SPL SR |SPL
baseline 0.618 | 0.345|0.494 | 0.316
baseline+ORG [5] 0.663 | 0.377 | 0.564 | 0.368
baseline+HGCNN (ours) | 0.713 | 0.400 | 0.626 | 0.402

4.5 Quantitative Results

The quantitative results are shown in Table2. As seen in Table 2, the proposed
model outperforms the baseline and the baseline with ORG in all four metrics,
which justifies the effect of the HGCNN. The baseline simply inputs the detection
results to the navigation policy module, which means that it can not utilize the
object relationships to reason and locate the target object. Moreover, the baseline
with ORG uses an object-level graph to encode the concurrence relationships,
which ignores the hierarchical architecture of relation graph. Compared with
them, the model with HGCNN encodes the hierarchical relationships among
object categories, which is more efficient for the agent to locate the target object.
Specifically, as shown in Fig. 5, when the environment is complex and the target
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Fig. 5. Visual results of different models. We compare the HGCNN model with
the baseline with ORG. The target objects are highlighted by red bounding boxes and
the blue squares represent the initial position of agent.

object is not in the field of view, the baseline with ORG often takes more steps
or even fails to reach the target object while the HGCNN model can always
provide efficient policy based on the hierarchical relation graph.

Besides, this paper also compares the proposed model with the HOZ graph
and shows the results in Table3. As indicated in Table 3, the proposed model
achieves better results especially in SPL(L > 5) metric. Moreover, the experi-
ment shows that the HOZ graph uses average 36.5 steps to reach the target object
while the HGCNN only uses average 17.1 steps to achieve it, which means that
compared to the HOZ graph, the HGCNN model provides more efficient naviga-
tion policy rather than rotating on the spot. It may be caused by the rules the
HOZ graph uses to set the current zone, sub-goal zone and target zone during
navigation, which is too limited for the agent to learn an efficient policy. More-
over, the HOZ graph uses a heuristic method to generate the area-level graph
while the HGCNN uses a learnable graph pooling block to achieve it.
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Table 3. Comparison with the HOZ graph.

Method ALL L>5

SR |SPL SR |SPL
baseline+HOZ [22] 0.706 | 0.400 | 0.628 | 0.392
baseline+HGCNN (ours) | 0.713 | 0.400 | 0.626 | 0.402

Furthermore, in theory, when the environment is complex and the number
of object categories is too large, it is difficult for the HOZ graph to extend
the layers of the hierarchical graph to enhance the effect. However, the proposed
HGCNN can simply stack the graph convolution blocks and graph pooling blocks
to construct a multi-layer hierarchical relation graph to facilitate the task.

5 Conclusion

In this paper, a Hierarchical Graph Convolutional Neural Network (HGCNN)
is proposed to learn an informative visual representation for object navigation.
With the HGCNN, the agent can locate the target object more efficiently in
the unseen environment. Moreover, a DIFFPOOL layer is modified according
to the task specificity and introduced into the HGCNN, which facilitates the
task a lot. The experiment shows a significant improvement over the baseline. In
future work, fusing the features extracted from different graph layers better and
applying the model to more complex environments are two areas of concern.
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