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Abstract

Purpose –Mining user-concerned actionable and interpretable hot topics will help management departments
fully grasp the latest events and make timely decisions. Existing topic models primarily integrate word
embedding and matrix decomposition, which only generates keyword-based hot topics with weak
interpretability, making it difficult to meet the specific needs of users. Mining phrase-based hot topics with
syntactic dependency structure have been proven to model structure information effectively. A key challenge
lies in the effective integration of the above information into the hot topic mining process.
Design/methodology/approach – This paper proposes the nonnegative matrix factorization (NMF)-based
hot topic mining method, semantics syntax-assisted hot topic model (SSAHM), which combines semantic
association and syntactic dependency structure. First, a semantic–syntactic component association matrix is
constructed. Then, the matrix is used as a constraint condition to be incorporated into the block coordinate
descent (BCD)-based matrix decomposition process. Finally, a hot topic information-driven phrase extraction
algorithm is applied to describe hot topics.

JEBDE
1,1/2

50

©LinziWang, Qiudan Li, Jingjun David Xu andMinjie Yuan. Published in Journal of Electronic Business
& Digital Economics. Published by Emerald Publishing Limited. This article is published under the
Creative Commons Attribution (CC BY 4.0) licence. Anyone may reproduce, distribute, translate and
create derivative works of this article (for both commercial and non-commercial purposes), subject to full
attribution to the original publication and authors. The full terms of this licence may be seen at http://
creativecommons.org/licences/by/4.0/legalcode

This work was partially supported by the National Key Research and Development Program
of China (Grant No. 2020AAA0103405), the National Natural Science Foundation of China (Grant
No. 62071467, 71621002), the Research Grants at the City University of Hong Kong (Grant No. 7005595,
9680306), and the Strategic Priority Research Program of Chinese Academy of Sciences (Grant
No. XDA27030100).

The current issue and full text archive of this journal is available on Emerald Insight at:

https://www.emerald.com/insight/2754-4214.htm

Received 25 July 2022
Revised 8 September 2022
Accepted 16 September 2022

Journal of Electronic Business &
Digital Economics
Vol. 1 No. 1/2, 2022
pp. 50-65
Emerald Publishing Limited
e-ISSN: 2754-4222
p-ISSN: 2754-4214
DOI 10.1108/JEBDE-07-2022-0023

http://creativecommons.org/licences/by/4.0/legalcode
http://creativecommons.org/licences/by/4.0/legalcode
https://doi.org/10.1108/JEBDE-07-2022-0023


Findings –The efficacy of the developedmodel is demonstrated on two real-world datasets, and the effects of
dependency structure information on different topics are compared. The qualitative examples further explain
the application of the method in real scenarios.
Originality/value – Most prior research focuses on keyword-based hot topics. Thus, the literature is
advanced by mining phrase-based hot topics with syntactic dependency structure, which can effectively
analyze the semantics. The development of syntactic dependency structure considering the combination of
word order and part-of-speech (POS) is a step forward asword order, and POS are only separately utilized in the
prior literature. Ignoring this synergy may miss important information, such as grammatical structure
coherence and logical relations between syntactic components.

Keywords Phrase-based hot topic mining, User-concerned action element, Word embedding,

Matrix factorization

Paper type Research paper

1. Introduction
Mining user-concerned actionable and interpretable hot topics will help business managers
and government officers fully grasp the latest events andmake timely decisions (Zeng, 2015).
The keyword-based hot topics cover extensive information but lack detailed descriptions.
Meanwhile, the phrase-based hot topics contain action features and express the deep
semantics, reflecting stronger interpretability. Taking the topic of “New Energy Vehicles” as
an example, the meaning of high-frequency word “vehicles” is broad. Independent hot words,
such as “low carbon,” “clean energy” and “carbon cycle,” lack in-depth details and logical
association. Thus, understanding and interpreting the deep semantics behind hot topics is
difficult for users due to the aforementioned limitations. The phrase-based hot topics “low
carbon life desires clean energy technology” and “New Energy Vehicles promote carbon
cycle” contain action verb information, thus further explaining and deepening the semantics
of the above keywords. Helping to understand that the “New Energy Vehicles” and “low
carbon life” are the current hot concerns is convenient, and NewEnergy Vehicles have a large
market demand to meet people’s desire for low-carbon life. Therefore, such interpretable
phrase-based hot topics can help companies locate market demands and thus guide their
action. They may strengthen the research of technology and increase product promotion to
seize the market share of New Energy Vehicles in time. Overall, considering the actual
decision-making application requirements and mining the user-concerned hot topics are
important tasks.

Most traditional hot topic mining methods generally use latent Dirichlet allocation (LDA)
(Blei, Ng,& Jordan, 2003) and nonnegativematrix factorization (NMF) (Kim, He,&Park, 2014)
to identify topics. New trends that enhance the semantic analysis capability of matrix
decomposition by integrating word vector representation have recently emerged. For
example Shi, Kang, Choo, and Reddy (2018), proposed the SeaNMF model, which combined
the semantic association of word pairs with the NMF method, effectively improved the
performance of topic analysis based on word vector learning and word-pair modeling
methods. Compared with the LDA model, this type of method focuses on the semantic
association of global words, and the mined hot words have stronger consistency. However,
mining deep semantics is difficult due to the lack of structural information, and only
keyword-based hot topics can be generated. These hot topic results are limited in
interpretability, which can hardly meet the specific needs of users. Syntactic dependency
represented by word order and part-of-speech (POS) can effectively model semantics by
providing word position and grammatical information (Cheng, Yue, & Song, 2020; Chotirat &
Meesad, 2020; Hahn, Jurafsky, & Futrell, 2020; Liu et al., 2021; Nguyen & Nguyen, 2021; Tan,
Wang, & Jia, 2020; Zhu, Li, Sun, & Yang, 2020). Moreover, syntactic dependency has been
proven to be one of the important features for relation extraction and abstract generation. The
existing studies combine probability-based topic models including LDA with syntactic

User-
concerned

actionable hot
topic mining

51



dependency to improve modeling performance. For example, Darling and Song (2013)
integrated POS as a probability parameter into the traditional LDA model, which
simultaneously mined short-distance grammatical and long-distance topic patterns in the
document collection. However, these studies did not combine POS and word order, which will
be explained further in Section 2.2.

This paper proposes a hot topic mining method, namely semantics syntax-assisted hot
topic model (SSAHM), which embeds word vectors into NMF and integrates with syntactic
dependency structure, to generate actionable and interpretable hot topics. First, the semantic
association between word pairs and the syntactic dependency co-occurrence relationship are
obtained on the basis of the syntactic parse tree and global word frequency statistics. Hence,
the semantic–syntactic component association matrix is constructed. This matrix is further
treated as a constraint condition and integrated into the block coordinate descent (BCD)-
based matrix decomposition process. The hidden vectors of the hot topics are learned in
iteration, and similar content clusters and hot keyword descriptions are also obtained.
Finally, a hot topic information-driven phrase extraction algorithm is designed. The deep
learning model attention long short-term memory (LSTM) (Bahdanau, Cho, & Bengio, 2014)
with pretrained parameters is used for semantic encoding, and the maximal marginal
relevance (MMR) scores of candidate phrases are calculated on the basis of the semantic space
distance to obtain the hot topic representations with rich semantics.

Overall, most prior research focuses on keyword-based hot topics. Thus, the literature is
advanced by mining phrase-based hot topics with syntactic dependency structure, which
can effectively analyze the semantics. The development of syntactic dependency structure
considering the combination of word order and POS is a step forward as word order and
POS are only separately utilized in the prior literature. Ignoring this synergy may miss
important information, such as grammatical structure coherence and logical relations
between syntactic components. The efficacy of the developed model is demonstrated on
two real-world datasets, and the effects of dependency structure information on different
topics are compared. The qualitative examples further explain the application of the
method in real scenarios.

The remainder of the paper is organized as follows. Section 2 first reviews the existing
investigations related to the current study. Section 3 formulates the novel task and introduces
the structure of the proposed SSAHM. Section 4 shows the quantitative evaluations on two
real-world datasets. Section 5 provides two examples as qualitative experiments. Finally,
Section 6 concludes the paper and proposes ideas regarding future work.

2. Related work
The current study is related to the following three perspectives: topic modeling, syntactic
dependency structure analysis and phrase extraction.

2.1 Topic modeling
The generative probability model and NMF are generally two major groups of topic
modeling. Compared with probability-based topic models, such as LDA, the application of
NMF can capture the relevant information within the corpus from a global perspective (Bao
et al., 2008; Chen et al., 2019; Choo, Lee, Reddy, & Park, 2015; Kim et al., 2015, Kuang, Choo, &
Park, 2015, Park, An, Char, & Kim, 2009, Shi et al., 2018). Kim et al. (2015) utilized joint NMF
for topic modeling to understand large-scale document collections efficiently and find
common and discriminative topics simultaneously. Choo et al. (2015) proposed the weakly-
supervised NMF method by directly combining various forms of prior information, which
provided interpretable and flexible results and maintained considerable complexity with
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standard methods. Kuang et al. (2015) proposed a sparse and weakly-supervised NMFmodel
for short text topic modeling by directly factorizing a symmetric term correlation matrix,
which is applied to human–computer interaction systems for different scenarios. Shi et al.
(2018) integrated the semantic representation of words into the NMF framework and
proposed the SeaNMF model. This model enriched the associated information of the words
and their contexts and alleviated the semantic incompleteness caused by the sparse data of
short texts.

2.2 Syntactic dependency structure analysis
Previous work has proven that word order and POS are both analytical perspectives of
syntactic structure, which is conducive to mining the deep semantics of texts. On the one
hand, topic models that consider word order show strong performance. Jameel, Lam and
Bing (2015) were motivated by the capability of word order to capture the semantic fabric of
documents and integrated word order structure into a supervised topic model for document
classification and retrieval learning, which achieved outstanding performance. On the other
hand, POS can also enhancemodeling capabilities. Bhowmik, Niu, Savolainen, andMahmoud
(2015) performed POS tagging on the keywords obtained from the LDA model and utilized
POS to generate word combination requirements automatically. Mukherjee, K€ubler, and
Scheutz (2017) introduced the LDA topic model to improve syntactic analysis and found the
correlation between words in the topic and POS tags. Hejing (2021) first attempted to
integrate POSwith semantics in the news reprint scene, and the results showed the feasibility
of this idea.

Word order, POS and semantics representation (i.e. word embedding) have been proven to
be effective in syntactic dependency structure analysis but are only separately considered,
ignoring the combination among them. Systematic work that analyzes syntactic dependency
structure in conjunction with such information is currently unavailable. Thus, the
relationships among word order, POS and semantics representation (i.e. word embedding)
are investigated to fill this gap and enhance the expression of structured information (see
Table 1).

2.3 Phrase extraction
The methods for phrase extraction can be categorized into supervised and unsupervised.
Compared with the heavy data annotation work, the unsupervised phrase extraction
algorithm has stronger practicability. The MMR method proposed by Carbonell and
Goldstein (1998) provided a strategy that considers significant and diverse information by
calculating MMR scores. The TextRank proposed by Mihalcea and Tarau (2004) was a
graph-based phrase extraction method, which treated the document as a graph and
considered information recursively drawn from the entire text (graph).

Research
Syntactic Semantic

POS Word-order Word embedding

Jameel et al. (2015) √
Darling and Song (2013) √
Bhowmik et al. (2015) √
Mukherjee et al. (2017) √
Shi et al. (2018) √
Hejing (2021) √ √
The current study √ √ √

Table 1.
Summary of syntactic

and semantic
dependency applied in

topic modeling
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The WordAttracionRank proposed by Wang, Liu, and McDonald (2014) based on the idea
of treating text as a graph used word embedding as an external knowledge to guide the
generation of new edge weights between words. Bennani-Smires et al. (2018) proposed
EmbedRank, which represented the document and the candidate phrase as a vector in a
high-dimensional space. They also used an improved MMR to calculate the reasonable
distance between the candidate phrase and the document to obtain the required phrase
cluster according to the ranking.

Different from the above work, the current study focused on mining user-concerned hot
topics that are actionable and interpretable based on the needs in real scenarios. The
proposed model, namely SSAHM, first integrates word semantic information and syntactic
dependency structure, including word order and POS, into the NMF decomposition process,
and obtains latent vector representations of diverse hot topic words. The learned parameters
and keywords then provide clues for phrase extraction, which helps generate the hot topics
with strong interpretability.

3. Method for hot topic mining
3.1 Notations
The frequently used notations in this section are summarized in Table 2.

3.2 Problem formulation
Hot topics usually come frommultiple channels, such as news and social platforms. In the real
scene, users may provide additional attention to the reports published by news sites or
posters withwide influence and high recognition in various channels. The user-concerned hot
topic mining aims to conduct deep semantic analysis on the specific event dynamic reports
T ¼ fT1; T2; . . . ;TNg, which originates from the publishers Pu ¼ fPu1;Pu2; . . . ;PuNg, in
the above-mentioned channels. Given a (channel, publisher, text) pair corpus ðCh; Pu; TÞ ¼
fðCh1; Pu1; T1Þ; ðCh2; Pu2; T2Þ; . . . ; ðChN ; PuN ; TN Þg, the hot topic clustering aims to
divide all texts into K clusters C ¼ fC1;C2; . . . ;CKg with different hot topic tendencies.
Moreover, phrase clusters L ¼ fL1;L2; . . . ;LKg with action elements are generated to
describe the corresponding hot topic clusters, which have strong interpretability and can
effectively meet the needs of users. For example, phrase L1 is a semantic overview of topic
cluster C1. The textTi originating from any publisher Pui only belongs to a certain cluster Cj,
andLj is the actionable phrase-based hot topics. Among these variables,N andK respectively
represent the number of texts and hot topics in the corpus. In addition,M is set as the number
of words contained in the corpus V .

Name Description

Sw Order-based word co-occurrence matrix
Sp Syntactic component co-occurrence matrix
S Word order-based association matrix
A Word-content matrix
W Latent matrix of center words
Wc Latent matrix of contextual words
H Latent matrix of texts
N Number of texts in the corpus
M Number of distinct words in the corpus
K Number of hot topics in the corpus
P Number of all word pairs in the corpus
Rþ Non-negative real numbers

Table 2.
Notations used in
this paper
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3.2 Framework of the proposed method
The framework of the proposed method is shown in Figure 1, which contains three modules
as a whole, including the order-based semantic–syntactic association matrix building, matrix
collaborative decomposition, and hot topic information-driven phrase extraction modules.
Specifically, the SSAHM first constructs the order-based word co-occurrence matrix Sw and
syntactic component co-occurrence matrix Sp separately, which are both nonnegative and
asymmetric. Then above two matrices are multiplied by element positions to construct the
word order-based association matrix S ≈WWT

c . Moreover, the model constructs a word-

content matrix A≈WHT based on all texts in the corpus. Afterward, the matrix S is
simultaneously used as a constraint and decomposed with matrixAby the BCD algorithm to
obtain the aforementioned matrices, whereW andWc, respectively, denote the latent matrix
of center and contextual words, and H is the latent matrix of texts. Furthermore, the cluster
set C and hot topic keywords can be obtained from the matrices H and W . Finally, several
grammatical rules are formulated in the phrase extraction algorithm to extract candidate
phrases. As hot topic information, the matrix W provides the initial embedding
representations of the words, which are used by the deep learning model–attention LSTM
with pretrained parameters to obtain the semantic vector representations of texts and
phrases. The MMR scores of candidate phrases, which simulate the voting process, are
calculated by measuring the semantic space distance, and the hot phrase cluster set L is thus
generated.

Figure 1.
Framework of the

proposed
method SSAHM
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3.3.1 Order-based semantic–syntactic association matrix building module. Syntactic
dependency structure helps understand the deep semantics of texts. Verbs generally contain
actionable information that is important for users in real scenarios. In addition, order-based
POS can find distinguishable popular words and enhance the internal logic of phrase-based
hot topics with strong interpretability. However, effectively integrating the above features by
designing an order-based semantic-syntactic framework is a key challenge.

The SSAHM respectively constructs the nonnegative and asymmetric order-based word

co-occurrence matrix Sw ∈RM 3M and syntactic component co-occurrence matrix

Sp ∈RM 3M according to the frequency of co-occurrence of all ordered word pairs and
their semantic components (POS) in the entire corpus. Two aforementioned matrices are
fused according to formula (1) by multiplying the corresponding position elements, and the

association matrix S ∈RM 3M can be easily obtained.

Sij ¼ Swij
* Spij (1)

The strategy proposed by Shi et al. (2018) is applied to calculate the order-based word co-
occurrence matrix Sw. The calculation method is presented among Formulas (2) to (3), which
have been proved theoretically feasible by Levy and Goldberg (2014).

Swij
¼
�
log

#ðwi; cjÞ
#ðwiÞpðcjÞ � log κ

�
þ

(2)

pðcjÞ ¼ #ðcjÞγX
cj∈V

#ðcjÞγ (3)

where #ðwi; cjÞ indicates the number of occurrences of the ordered word pair ðwi; cjÞ in the
corpus of texts, and the ordered word pair ðwi; cjÞ indicates the appearance of wi before cj in
the same text. Moreover,#ðwiÞ ¼

P
cj∈V#ðwi; cjÞ represents the number of word pairs with

wi as the preceding word, and #ðcjÞ ¼
P

wi∈V#ðcj;wiÞ is the same. Furthermore, the

hyperparameters κ and γ, respectively, represent the number of negative samples and the
smoothing factor.

The matrix Sp considers the syntactic component information of ordered co-occurring
word pairs with the aid of the syntactic analysis tool (Loper & Bird, 2002). Herein, each
element spij is defined as formula (4).

Spij ¼ max

0
B@
2
4log #ðw0

i; c
0
jÞP

#
�
w0
i

�
#ðc0jÞ

,
logP

3
5

þ

1
CA (4)

where#ðw0
iÞ indicates the number of occurrences of the syntactic component corresponding

to wordwi as the preceding word in any word pair, and#ðc0jÞ is the same. Moreover,#ðw0
i; c

0
jÞ

represents the frequency of the syntactic component pair ðw0
i; c

0
jÞ, which appears

simultaneously in the corpus of texts, and constant P is the number of all word pairs in
the corpus V . However, the same word may have multiple syntactic components in different
contexts. Thus, the maximum value of Spij is chosen as the most common syntactic attribute
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of the word pair. Thus, this value is chosen as the syntactic co-occurrence coefficient for its
association matrix.

3.3.2 Matrix collaborative decomposition module. The traditional NMF method (Kim et al.,
2014) maps the corpus of texts to the word-content matrix A∈RM 3N

þ . Each column vector

Að; ;jÞ ∈RM
þ corresponds to a bag-of-word representation of text j considering N words. The

matrix A can be regarded as approximated by two low-rank matrices W ∈RM 3K
þ and

H ∈RN 3K
þ , which can also be formally defined as A≈WHT. The association matrix

S ≈WWT
c is introduced as a constraint and integrated into the decomposition process of

matrix A to use semantic and syntactic information effectively. Therefore, the matrices W ,
Wc, and H are obtained in the collaborative learning process. The objective function is
expressed as formula (5), where α∈Rþ is a preset scale factor, and ðW ;Wc;HÞ is the penalty
function.

min
W ;Wc;H≥0

�����
�����
 

A
Tffiffiffi

α
p

S
T

!
−
�

Hffiffiffi
α

p
Wc

	
WT

�����
�����
2

F

þ ψðW ;Wc;HÞ (5)

Finally, the BCD algorithm is incorporated to solve the above formula, and three matrices,
namelyW ,Wc, andH, are updated in accordancewith formulas (6) to (8) (Shi et al., 2018) based
on random and nonnegative initialization. The update will be iterated repeatedly until the
algorithm converges.

Wð:;kÞ ←

"
Wð:;kÞ þ

ðAHÞð:;kÞ þ αðSWcÞð:;kÞ �
�
WHTH

�
ð:;kÞ � α

�
WWT

c Wc

�
ð:;kÞ�

HTH
�
ðk;kÞ þ α

�
WT

c Wc

�
ðk;kÞ

#
þ

(6)

Wcð:;kÞ ←

"
Wcð:;kÞ þ

ðSW Þð:;kÞ �
�
WcW

TW
�
ð:;kÞ�

WTW
�
ðk;kÞ

#
þ

(7)

Hð:;kÞ ←

2
64Hð:;kÞ þ



A

T
H
�
ð:;kÞ

� �HWTW
�
ð:;kÞ�

WTW
�
ðk;kÞ

3
75

þ

(8)

Additional detail indicates that thematricesW andH, respectively, associateM words andN
texts with K hot topics. For one thing, the column vector Wð:;kÞ ∈RM 3 1

þ denotes the latent
representation of k-th hot topic consideringM words, and its elements are the weights of the
corresponding words. For another thing, the row vector Hðj;;Þ ∈R13K

þ is the latent
representation of j-th text considering K hot topics, and its elements represent the
probability that the text belongs to each hot topic. The time complexity of this module in a
single iteration is OððM þ NÞMKÞ, which shows its applicability in practical scenarios.

3.3.3 Hot topic information-driven phrase extraction module. The mined hot topic
information shows the distribution of words in the hot topic space and provides clues of
semantic distance for phrase extraction.

The preamble modules provide the k keywords of each hot topic j and the cluster Cj

contained therein. As hot topic information and guided bymultiple hot topics, the word latent
vector representation matrixW is also obtained as a parameter in the iterative process. Thus,
the phrase extraction module first constructs phrase grammar rules based on the
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aforementioned information, which are inspired byYin&Lina (2017) and are inclined tomine
phrases with action elements. As a set of candidate hot phrases, all phrases that match the
rules are extracted. Moreover, the matrix W from the hot topic learning process is rich in
hidden hot topic information. This matrix initializes the embedding representations of all
words and embeds hot topic information into semantic representation, which is used to
extract the descriptive phrases. The deep learning model attention–LSTM with pretrained
parameters, which are guided by source channel Chi and publisher Pui corresponding to each
text Ti, is applied in the W space to obtain the semantic embedding representations of
candidate phrases and texts. Finally, the sub-algorithm MMR, which is based on normalized
cosine similarity and combined with voting rules, is used to extract and sort the candidate
phrases of each hot topic. A set of hot phrases related to hot topics and diverse in semantics
are obtained. The detailed algorithm process is shown in Algorithm 1.
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4. Experimental analysis
The performance of the proposed SSAHM is evaluated on two real-world datasets in this
section. First, the description of real-world datasets is presented. Then, the baseline methods,
evaluation metrics and parameter settings are introduced. Finally, the experimental results
on two real-world datasets are analyzed and discussed.

4.1 Dataset description
Chinese news related to the “New Energy Vehicles” and the “Big Data Industry Expo” are
collected from 20 news sites. More detailed descriptions of the datasets including the data
collection time range, the number of texts, distinct words and different syntactic elements
(POS) are listed in Table 3.

4.2 Baseline methods
We utilize NMF (Kim et al., 2014) and SeaNMF (Shi et al., 2018) as baseline methods.
Specifically, the first three methods are classic and representative in topic modeling and tend
to present good results in some scenarios. SeaNMF integrates word embedding into NMF,
which is able to verify the effectiveness of word embedding for hot topic mining.

NMF (Kim et al., 2014): This model divides the hot topics of texts by decomposing the
nonnegative document-term matrix into document-topic and topic-term matrices.

SeaNMF (Shi et al., 2018): This model is based on global word co-occurrence modeling to
divide the hot topics.

SSAHM-POS: A variant of SSAHM, which only considers POS to model syntactic
dependency structure, ignoring word order information.

4.3 Parameter settings
The number of top keywords for each hot topic is set as k∈ ½3; 4; 5; 6�. The number of hot
topics considering the different influences of various events is assumed to beKO ¼ 7per day
for the New Energy Vehicles data, but KE ¼ 4 is set for the Big Data Industry Expo.
Moreover, the hyperparameters γ, κ and α are respectively initialized to 1, 1 and 0.1, and the
penalty function ψðW ;Wc;HÞ is set to 0.

4.4 Evaluation metrics
Pointwise mutual information (PMI) (R€oder, Both, & Hinneburg, 2015) and hot topic quality
(HQ) are adopted as the evaluation metrics to access the interpretability and user acceptance
from word and phrase-based hot topics, respectively.

The PMI evaluates the coherence score Sk of each hot topic with top k keywords by
formula (9), which is the basis for enhancing the interpretability of the composed phrase.

Sk ¼ 2

kðk� 1Þ
Xk−1
i¼1

Xk
j¼iþ1

log
pðwi;wjÞ
pðwiÞpðwjÞ (9)

Time range
Number
of texts

Number of
distinct words

Number of
different POS

New Energy Vehicles 2022.02.19–2022.02.23 14,883 6,164 44
Big Data Industry Expo 2021.05.25–2021.06.03 26,905 6,744 45

Table 3.
Detailed descriptions

of the datasets
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where pðwÞ represents the probability that the wordwappears in any text, and pðwi;wjÞ is the
probability of two wordswi andwj in the same text. Finally, the average coherence score over
all hot topics works as the PMI score to evaluate models.

Furthermore, the evaluation metric of HQ, which represents the clustering quality of
similar text clusters corresponding to each hot topic, is designed to measure the user
acceptance ofmined phrase-based hot topics in practical applications. The annotator will give
a high score to indicate a high-quality clustering result when the description of the phrase-
based hot topics and their texts are intuitively consistent. Three annotators are invited to
score the hot topic clustering results, and the average score is scaled to the [0,1].

4.5 Experimental results and discussions
4.5.1 Coherence results of word-based hot topics. Table 4 shows the coherence score PMI of
different methods on the two datasets. The bold font and the underline are, respectively, used
to highlight the best performance and second-best values.

For NewEnergy Vehicles data, the SSAHM and SSAHM-POS outperform other traditional
methods considering syntactic dependency structure. Comparedwith SeaNMF, thesemethods
have the most significant performance improvement considering PMI when k is 3, and the
value increases from 1.1105 to 1.9846 and 1.7344. This result demonstrates the effectiveness of
structure information. Among the methods without syntactic dependency, SeaNMF achieves
the best performance in the case of the top four hot words, where the PMI value ranges from
0.0421 to 1.0638, indicating that the global semantic association can discover additional co-
occurrences between words and improve the performance. Compared with SSAHM-POS
ignoring order information, the SSAHM performs effectively considering order POS. The PMI
value varies from 0.8402 to 1.1570 when k is 5. This comparison further implies that the
synergy between word order and POS is crucial in user-concerned hot topic mining.

Compared with the methods without syntactic dependency structure, the proposed
SSAHM and SSAHM-POS for Big Data Industry Expo data achieve improved performance.
Compared with SeaNMF, the methods increased the PMI value from 0.0546 to 1.8897 and
1.3694 when k is 3 and obtained the maximum improvement. For the traditional methods,
SeaNMF performs better than others, where the PMI value among the top four hot words
varies from �1.0033 to �0.2319, proving the importance of global word association for
coherence. For the methods with structure information, SSAHM outperforms SSAHM-POS,
demonstrating that the combination of word order and POS can effectively construct the
syntactic structure and contribute to user-concerned hot topic mining.

The above analysis reveals that the proposedmethods with structure information achieve
the best performance. Furthermore, these methods have different adaptability in various
topic datasets. Benchmarking with SeaNMF, the performance of our methods applied to the
Big Data Industry Expo data has a more significant improvement than the New Energy

Dataset Method k 5 3 k 5 4 k 5 5 k 5 6

New Energy Vehicles NMF 0.4100 0.0421 �0.2634 �0.4989
SeaNMF 1.1105 1.0638 0.3571 0.1631
SSAHM 1.9846 1.5971 1.1570 0.7077
SSAHM-POS 1.7344 1.4937 0.8402 0.5516

Big Data Industry Expo NMF �0.6051 �1.0033 �0.8690 �1.0479
SeaNMF 0.0546 �0.2319 �0.4932 �0.9210
SSAHM 1.8897 1.2290 0.6344 �0.2228
SSAHM-POS 1.3694 1.1186 0.6098 �0.4036

Note(s): The large-signed PMI value verifies the large coherence between top k keywords

Table 4.
PMI score comparisons
of word-based hot topic
results
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Vehicles data with simple syntactic forms. This comparative result shows that our proposed
methods have the ability to process data with complex and diverse syntactic forms, like Big
Data Industry Expo, by modeling structured information.

4.5.2 Practical application results of phrase-based hot topics. The samemodule is leveraged
as the SSAHM to extract phrases and further measure the feasibility of hot topicmining results
in practical applications. The top two in the ordered phrase cluster are used as the hot topic
results, and the HQ score comparisons of various methods are listed in Table 5. The best
performance and second-best values are highlightedwith bold font and underline, respectively.

The proposed SSAHM and SSAHM-POS with syntactic dependency structures
demonstrate the best performance among all models, proving that syntactical structure
information helps enhance the quality and user acceptance of phrase-based hot topics.
Compared with the performance on the Big Data Industry Expo data, the models achieve
slightly improved performance on the New Energy Vehicles data. The analysis result is due
to the slightly difficult accurate summarization of the hot topic phrases caused by the wide
distribution of hot topics with semantic differences in the Big Data Industry Expo data.
However, the New Energy Vehicles data with concentrated hot topics help the mined phrases
in easily describing their semantics.

5. Qualitative experiments
5.1 Case 1: the comparison of hot topic results between different models
Figure 2 lists the representative hot words mined from the New Energy Vehicles dataset by
SeaNMF and SSAHM.The figure reveals that high-frequencywords in specific fields, such as
“NewEnergy” and “Vehicles”, are common in various hot topic categories. Thus, these words
can be easily identified by the above models. Compared with SeaNMF, SSAHM can also

New Energy Vehicles Big Data Industry Expo

NMF 0.6967 0.6767
SeaNMF 0.7533 0.7300
SSAHM 0.7800 0.7667
SSAHM-POS 0.7733 0.7533

Figure 2.
Representative hot

words mined from the
New Energy Vehicles

dataset by two various
methods

Table 5.
HQ score comparisons

of phrase-based hot
topic results
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obtain action-specific words, such as “desire” and “promote”, by considering syntactic
structure features, such as POS. These words substantially boost the extraction of actionable
phrases and lay the foundation for enhancing the interpretability of hot results.

5.2 Case 2: the evolution of hot topics
Accurately mining the hot topics in each period can track the hot topic evolution trend of the
event. The evolution reflects the popularity, and the changes in the public opinion focus on
different periods. It can provide information support for relevant management departments
to strengthen supervision and formulate policies.

As shown in Figure 3, the proposed method has discovered the hot topics of the “Big Data
Industry Expo” in five different development periods, namely “Industry Expo is about to
begin”, “Industry Expo is about to begin”, “fantastic technology lights up the Industry Expo”,
“Industry Expo closes perfectly” and “outstanding results review the Industry Expo”. For
example, the hot discussion during propaganda and preparation stage mainly includes
setting up the scene and welcoming the attendees, like “Brilliant lighting creates a strong
atmosphere for the Expo” and “Welcome to 2021 Industry Expo.” Besides, during summary
and feedback stage, outstanding results are displayed to review the event. Representative hot
topics include “Fruitful results of the 2021 Industry Expo Investor Conference,” “The
contracted value of the 2021 Industry Expo exceeded 50 billion yuan” and so on. The rich
evolutionary trend may help management department fully grasp the real-time hot topics.

Figure 3.
Hot topic evolution of
the big data
industry expo
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6. Conclusion and future work
The SSAHM method is developed in this paper to mine user-concerned phrase-based hot
topics with action elements. The semantic expression of these hot topics with interpretability
canmeet the specific needs of users. Relevantmanagement departments can also benefit from
this task and fully grasp the latest developments of events to make decisions accurately and
timely. The SSAHM simultaneously integrates word semantic association and syntactic
dependency structure, including word order and POS, based on the NMF framework. The
phrase extraction algorithm driven by hot topic information uses the deep learning model
attention–LSTM for semantic encoding and obtains phrase-based hot topics containing
action elements that are fused into the method. The experimental results on two constructed
datasets prove the effectiveness and practicability of the proposed method. Two qualitative
experiments are further conducted to demonstrate the performance of the model and the role
of hot topic mining in practical applications. Future works will be devoted to conceiving a hot
topic prediction framework, which can accurately and timely predict upcoming hot topics.
Furthermore, we will investigate matrix sparsity to further reduce the time complexity of the
model, thereby enhancing application performance in practical scenarios. The companies and
management departments can take precautions for emergencies and make informed
decisions based on accurate predictions to maximize benefits.
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