2022 IEEE 22nd International Conference on Software Quality, Reliability, and Security Companion (QRS-C) | 979-8-3503-1991-0/22/$31.00 ©2022 IEEE | DOI: 10.1109/QRS-C57518.2022.00088

2022 IEEE 22nd International Conference on Software Quality, Reliability, and Security Companion (QRS-C)

Question Answering Algorithm for Grid Fault Diagnosis based on
Graph Neural Network
Yahan Yu!?, Yun Wang?, Guigang Zhang?, Yi Yang?, and Jian Wang?*

1School of Atrtificial Intelligence, University of Chinese Academy of Sciences, Beijing, China

?[nstitute of Automation, Chinese Academy of Sciences, Beijing, China
{yuyahan2020, y.wang, guigang.zhang, yangyi, jian.wang} @ia.ac.cn

*corresponding author

Abstract—Due to the existence of uncertain factors such as
the power grid system itself, natural climate change and human
factors, various faults will still occur in the power grid system.
If the fault alarm is not responded to in time, it is likely to cause
grid instability or even collapse, resulting in inestimable losses. By
building a knowledge graph for massive power grid operation and
maintenance information, we can achieve fast and accurate fault
information reasoning and traceability, and retrieve reasonable
fault resolution measures. Use artificial intelligence technology
and big data to assist power grid systems to achieve more
efficient operation and maintenance. Realizing the intelligent
fault diagnosis of power grid is an urgent problem to be solved at
present. With the rapid development and application of artificial
intelligence technology, if artificial intelligence and big data
technology can be applied to the fault diagnosis and analysis
of power grids, this situation of relying on manual analysis will
be broken, and the efficient processing of massive operation and
maintenance data will be realized.

Keywords—Power grid system; Fault diagnosis; Graph neural
network amplifiers

I. INTRODUCTION

With the rapid development of the national economy, the
demand for electric energy is becoming more and more
vigorous. The reliability and stability of the power system
operation are very important to the national economy and
people’s production and life. At present, the scale of my
country’s power system continues to expand and the structure
is increasingly complex, which also means that the probability
of actual failures in the power grid continues to increase.
Although the construction of power grid systems at home and
abroad continues to advance, due to the existence of uncertain
factors such as the power grid system itself, natural climate
change and human factors, various faults will still occur in
the power grid system. If the fault alarm is not responded to
in time, it is likely to cause grid instability or even collapse,
resulting in inestimable losses. For example, the blackouts in
the U.S. and Canada power systems in 2003, and the blizzard
disaster in southern China in 2008 all caused widespread
power system failures, all of which seriously affected industrial
development and national life. However, the causes of power
grid failures are very complex, not only the influence of human
factors, but also the influence of natural environment, unknown
factors, and emergencies, and even some of these factors are
difficult to prevent and unavoidable. Relying on the State Grid
”Cloud Data Center Intelligent Operation and Maintenance
Knowledge Construction and Decision-making Technology
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Research and Application” project, this topic can achieve fast
and accurate fault information reasoning and traceability, and
retrieve reasonable fault solutions by building a knowledge
map of massive power grid operation and maintenance in-
formation. measure. Use artificial intelligence technology and
big data to assist power grid systems to achieve more efficient
operation and maintenance.

In recent years, most of my country’s medium-sized power
grids have realized real-time monitoring and information
collection of power grid faults [1]. However, the current
power grid fault diagnosis technology is far from enough at
the intelligent level, and some advanced power grid systems
only realize the remote unattended mode. If a fault occurs
during operation, manual assistance is still required. Because
the power grid is extremely complex, usually when a fault
occurs[2], there are various types of fault signals. Fault an-
alysts and maintenance engineers often need to retrieve a
large number of maintenance manuals, spend a lot of time
processing textual information, reasoning about the principles
of power grid lines and equipment, and determining the
cause and location of the fault. It is difficult to diagnose the
fault accurately and efficiently. State Grid Corporation of my
country has put forward the development plan of ”smart grid”
according to China’s national conditions[3]. Intelligence”
is the top priority, and the realization of intelligent fault
diagnosis of the power grid is an urgent problem to be solved
at present. With the rapid development and application of
artificial intelligence technology, if artificial intelligence and
big data technology can be applied to the fault diagnosis and
analysis of power grids, this situation of relying on manual
analysis will be broken[4], and the efficient processing of
massive operation and maintenance data will be realized[5].

II. RELATED WORKS

Knowledge Graph (KG) is a large-scale semantic network
based on big data[6]. It originated in the middle of the
twentieth century and developed from knowledge engineering
and the semantic web. In 1995, Swanson proposed to build
a document map based on document citation relationships.
Use citation index to achieve literature search. Since then,
Feigenbaum proposed knowledge engineering in 1997, and
established an expert system based on expert knowledge and
reasoning ability[7]. In 1998, Tim Berners Lee proposed a
semantic network[8], which uses nodes and edges to describe
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the relationship between resources and data in the World Wide
Web, and proposes a knowledge representation method that
can be understood and processed. Until 2012, the concept of
knowledge graph was proposed by Google[9], and a semantic-
based search engine was established, which truly announced
that knowledge engineering has entered the era of big data.

The history of knowledge graphs can be traced back to the
early days of expert systems. The early knowledge graph is
realized by manual editing by experts, that is, the knowledge
base part in the expert system, which has high knowledge
accuracy. Since 1989, the emergence of the World Wide
Web has brought a new revolution[10] to the acquisition and
organization of knowledge. Extracting knowledge information
and building relationships from open Internet resources has
become a new direction for knowledge graphs. Open resources
have greatly promoted the development of general knowledge
graphs[11]. Such knowledge graphs generally emphasize the
breadth of knowledge, but are not suitable for professional
fields that require high knowledge accuracy[12]. In recent
years, with the advancement of intelligence in various indus-
tries, the deep integration of knowledge graphs with various
fields and industries has become mainstream[13]. Therefore,
for the field of power grid failure, the general knowledge
graph is far from meeting the needs of the professional
field, so the domain knowledge graph came into being. The
construction of this type of knowledge graph requires the
guidance of a professional ontology model layer to ensure
that the organizational form of knowledge meets industry
requirements.

Power grid fault diagnosis began in the 1940s. It refers to the
analysis of massive fault information, including alarm informa-
tion of protection devices, circuit breaker action information,
and electrical quantity information, to determine the location
and type of faults, so as to guide operation and maintenance
personnel to analyze the power grid. fault for repair. Before the
power grid fault occurs, the power grid is in a stable operation
state. When the power grid fails, the first change is the
electrical quantity information such as voltage and current, and
then the relay protection device performs protection actions
according to the state of the electrical quantity, and sends a
trip signal to the circuit breaker. The circuit breaker trips the
circuit breaker so that the faulty element can be disconnected
from the grid, thereby protecting the grid from greater losses.
To sum up, after a grid fault occurs, the main changes are
the two types of information, electrical quantity and switching
quantity. Therefore, most power grid fault diagnosis solutions
are to collect these two types of fault symptom information,
analyze and judge the two types of information, so as to
determine the fault. Type and location of failure. Nowadays,
with the rapid development of deep learning, there have been
many excellent results. Based on these new results, deep
learning can be applied to more places. The deep neural
network has strong learning ability, can automatically extract
abstract features of data, and has strong feature robustness.
Therefore, this topic weighs the advantages and disadvantages
of each algorithm, and uses the deep learning method to realize
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accurate and efficient knowledge reasoning of power grid fault
operation and maintenance, and establish a solid foundation
for power grid fault diagnosis.

A knowledge graph is a multi-relational graph that contains
millions of entities, and the relationships that connect the
entities. Question Answering over Knowledge Graph (KGQA)
is a research field that uses knowledge graph information for
reasoning. Given a natural language question and a knowledge
graph, KGQA tries to give the correct answer by analyzing
the information contained in the question and KG[14]. This
topic uses the constructed power grid fault knowledge graph to
conduct knowledge reasoning and search question and answer,
aiming to trace the source of the fault in time after the fault
occurs and complete the fault troubleshooting.

III. METHOD

From the perspective of the modeling method of knowledge
graph question answering, there are mainly two categories:
template and semantic retrieval (Semantic Parsing and Infor-
mation Retrieval). The template approach is more traditional
and aims to parse a question into an executable graph database
query statement (such as SPARQL), and then execute that
statement to find the answer. For the semantic retrieval method
of Simple QA, the aim is to parse the question into a head
entity and a relation, where is the question indicator, and
then obtain the question answer through the query entity.
For the semantic retrieval method of Complex QA, Microsoft
Research defines a query graph (Query Graph) [15], which
directly maps complex questions into a searchable logical
form. The semantic retrieval problem is reduced to a query
graph generation and staged search problem, narrowing the
search space of the knowledge base. Another idea of the
semantic retrieval method is to extract their semantic features
from questions and candidate answers, and design a corre-
sponding scoring function based on these features to measure
the semantic relevance of the ’question-candidate answer”, and
finally the candidate with the highest score The answer is
output as the predicted answer. The Amazon Web Services
team proposed a unified deep learning architecture and end-
to-end variational learning algorithm [16] to achieve noise
processing and multi-hop inference in complex problems.

Design a reasoning neural network model that can be used
for complex question answering in the field of power grid
fault diagnosis. In order to avoid the error layer-by-layer
transmission of problem entity recognition and entity linking
technology, an end-to-end graph neural network is used for
training and reasoning. The two modules of subject entity
recognition and knowledge reasoning are integrated in an end-
to-end manner, so that the loss in the training process will
be directly fed back to the subject entity recognition module,
which helps to more accurately identify the correct subject
entity in a noisy environment . After the knowledge inference
process generates the answer candidates of the question, then
based on the knowledge graph context where the answer
candidates are located, the vector representation corresponding
to the answer candidates is generated, and the correlation

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on June 02,2023 at 03:07:45 UTC from IEEE Xplore. Restrictions apply.



i B 2 % HH B ) A SRR [—'; I:> e
EAk? |
Semantic el
Query Extraction Score Soluton 2
— Module Function -
o BERT (ILITT] .
p—— 1
———» R-GCN
) OII0
Entity Score
(T Aggregation Module
Module
Grid Fault Diagnosis . Features
Knowledge Graph Chinese
encoding
module

Figure 1. Model structure

between the input question and the answer candidates is
calculated. Finally, the different answer candidates are scored,
and the answer candidate with the highest score is returned as
the result of the power grid fault diagnosis reasoning question
and answer.

As a form of knowledge storage, one of the most important
drawbacks of knowledge graphs is that they are usually
incomplete, which poses a higher challenge for reasoning
question answering. Question answering reasoning requires
a long path, and the absence of any triples along the path
will result in the true answer not being searchable. Therefore,
it is helpful to predict the missing links in the knowledge
graph in some way to improve the performance of question
answering reasoning. Graph neural network (GNN) transmits
messages by aggregating the neighbor entities of each entity in
the knowledge graph, and is currently the mainstream method
of knowledge graph reasoning based on deep learning. The
method based on graph neural network has stronger expressive
power when processing knowledge graph data, and can fully
consider the relevant entities and relationship information of
the target entity in the problem in the graph. This topic
proposes a graph neural network architecture suitable for the
power grid field. Realize accurate multi-hop reasoning of
knowledge graph.

A. Grid fault reasoning question and answer

In knowledge graph question answering, the primary goal
of question understanding is to identify the topic entity in the
question, which is also the starting point of reasoning in the
subsequent reasoning process [17]. Some previous works have
used text matching to identify topic entities, but this approach
is susceptible to noise (natural language ambiguity and typos)
in practical application scenarios [18]. In these cases, if we
divide the knowledge graph question answering into two

independent stages: topic entity recognition and knowledge
reasoning, the errors generated in the topic entity recognition
stage are often passed on to the knowledge reasoning stage,
so that the final Predictions have serious consequences.

However, knowledge graphs in real application scenarios
often have the problem of missing links [19], that is, some cor-
rect triples are not included in the knowledge graph. And these
missing triples may be critical to answering a given question
accurately. This topic mainly studies the reasoning algorithm
in the real scene of knowledge graph link missing (incomplete)
and link prediction. In the knowledge graph reasoning task, the
relational graph convolutional neural network model is used
to convolve each dimension in the triplet to obtain the global
embedding property, and can effectively avoid overfitting in
the model training.

The knowledge graph reasoning question answering method
proposed in this subject consists of four modules: Chinese en-
coding module, entity aggregation module, semantic extraction
module, and scoring module. The overall structure is shown
in Figure.

B. Chinese encoding module

The Chinese encoding module performs two tasks: 1. Ex-
tract the Chinese text encoding of question sentences and
knowledge graph nodes, and train word vectors and sentence
vectors through BERT. The Chinese text is mapped to the
same semantic feature space to realize the quantification of the
Chinese text, which is convenient for subsequent processing.
2. Extract the head entity in the question sentence (simple
entity extraction task), and then associate the head entity with
an entity node in the knowledge graph.

The BERT model is an NLP pre-training technique [20],
an important role of which is to generate word vectors,
which can solve the word polysemy problem that cannot
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be solved in word2vec. When BERT calculates the Chinese
vector, it can directly input the entire sentence without advance
word segmentation. Because in Chinese-BERT, the corpus is
processed in word units, so the output is a word vector for the
Chinese corpus. The BERT structure is shown in Figure.

C. Entity Aggregation Module

The entity aggregation module aggregates the information
of the knowledge graph nodes, so that the expression vec-
tor of each entity is integrated into the information of the
surrounding nodes, which is convenient for subsequent multi-
hop reasoning. The knowledge graph aggregates node features
through a Relational Graph Convolutional Network (R-GCN)
model [21], and nodes express predictable and implicit links
between vectors. In this topic, the implicit link between
prediction nodes is equivalent to predicting the relationship
mentioned in the question between the question node and the
answer node, so the link prediction task is equivalent to the
knowledge reasoning question answering task

The R-GCN model originated from the graph convolutional
neural network GCN (Graph Convolutional Network, GCN).
GCN can be viewed as a special case of a simple and
differentiable messaging framework:

il = g ( Z Gm (hﬁ,hé)) (1)
meM;

Among them, h! represents the node of the hidden layer 1,
gm(+) represents the incoming message, o(-) represents the
activation function. More specific representation:

Gm (hi, hi) = Wh (2)

Equation 10 is the classical expression of GCN [22]. Based
on Equation 2, define a forward propagation model:

1
W= | Y D Wik + Wik 3)
reRmen! "

Among them, N/ represents the set of neighbor nodes of
node i under relation r, and ¢; , is a standardized constant,
which can be specified or learned. It can be seen from formula
that the node features of each layer of R-GCN are obtained
from the relationship (edge) between the node features and
nodes of the previous layer; Features; R-GCN will consider
self-loops in order to preserve the information of the node
itself. The difference from GCN is that R-GCN considers
edge type and orientation [23]. R-GCN utilizes sparse matrix
multiplication to efficiently implement forward propagation,
while to avoid explicit summation of neighborhoods, multiple
layers can be stacked to achieve dependencies across multiple
relational steps.

D. Semantic Extraction Module

The semantic extraction module extracts the semantic infor-
mation of the question sentence, and processes the sentence
vector extracted by BERT through the full connection layer
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and the ReLu activation function in turn, in order to unify the
expression vector dimension of the knowledge graph node.
The structure of the grid fault question and answer dataset to
be constructed is described here.

Question is the original sentence of the question. Path is
the triple path of the reasoning process. In this question, the
fault tracing idea is fault location - fault phenomenon - fault
mode - solution. Headiext and Head;d represent the text
content of the head entity in the question and the index value
in the knowledge graph. The difference from the head entity
extracted by BERT in the first part is that the head entity
here is a labeled label, and this label is used to train the
classifier. Perform the extraction of the first part of the head
entity. answeriext and answer;d represent the text content
of the answer entity in the question and the index value in the
knowledge graph. The semantic extraction module processes
the content of the sentence in the question and extracts the
semantic vector in the natural language sentence.

E. Scoring module

A knowledge graph is usually a directed and labeled graph
G = (V,E,R), where V represents nodes, E represents
edges, and R represents relationships. Usually E is incomplete.
The goal of this project is to realize the reasoning question
answering of the knowledge graph by predicting the missing
edge between the question entity and the answer entity. Just
inferential question answering models the question as a triple
(head, query, answer), where query ¢, is the sentence vector
of the natural language question after the BERT model, head
ep, is the question header entity extracted in the first part, and
answer e, is the answer Entity set, this topic sets the answer
entity set to contain all entities of the knowledge graph. A
scoring function f = (s,7,0) is used to determine whether
the requirements (s,r,0) are met. The scoring function f is
to be implemented using DistMult decomposition [24], each
question q is related to a diagonal matrix, and formula 12 is
the score calculation formula:

f(h,q,a) = e} Ryeq 4)

It is intended that among all the answer candidates, the an-
swer candidate with the highest score by the scoring function
is judged as the answer (positive example), and the rest are
negative examples. When training the entire model, use binary
cross entropy for optimization.

N
loss — _% > ui - Tog(p(u)) + (1 = ) -log(1 = p()) ()

Among them, N is the number of all entities in the knowl-
edge graph, yi is the label of the ith answer candidate, when
yi is the answer to the question, yi=1, otherwise yi=0. p(y)
represents the probability that the answer candidate belongs to
a positive example, that is, the score of the answer candidate.

In the overall evaluation of the model, the MRR and
HITS@1 evaluation indicators are used. The full name of

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on June 02,2023 at 03:07:45 UTC from IEEE Xplore. Restrictions apply.



MRR is Mean Reciprocal Ranking.

1 &l
MRR = — —_— 6
|S| ; rank; ©
% 1 + ! +-+ L @)
— rank; rank,  ranks rankg

Where |S| is the number of triples sets, and rank; refers
to the link prediction ranking of the i-th triplet. The larger the
index, the better. HITS@1 refers to the average proportion of
triples that rank less than 1 in link prediction. The specific
calculation method is as follows:

1 15|
HITSQ1 = 5 > I(rank; <1) (8)
i=1

Among them, the function I is an indicator function. If the
condition is true, the function value is 1, otherwise it is 0. The
larger the indicator, the better.

IV. CONCLUSION

Fault diagnosis based on knowledge graph requires infer-
ence with the help of the already constructed knowledge
graph, which requires us to build a knowledge graph that
meets the inference requirements. In terms of knowledge graph
construction, in addition to the extraction of required entities
and relationships, the difference between domain knowledge
graphs and general knowledge graphs should also be consid-
ered. When building a domain knowledge map, it is necessary
to extract features and design algorithms according to the
characteristics of the domain. In the field of power grid
fault diagnosis, such as relative words such as “occur” and
“cause”, and professional terms such as “transmission line”
and “transformer” occur frequently. In addition, the domain
knowledge graph also involves the problem of insufficient
labeled data.

The key of knowledge graph reasoning question answering
technology lies in accurate question understanding and de-
signing appropriate reasoning algorithm for the corresponding
data source. From the perspective of problem understanding,
the difficulty of multi-hop question answering on knowledge
graphs lies in how to accurately identify entities and relation-
ships in the question. Most question descriptions are highly
colloquial, and it is difficult to perform domain template
matching. How to reduce natural language and normalize
structured data gap between. From the point of view of
reasoning algorithm, the main difficulty lies in: computing the
correlation between the input question and the answer entity
candidate is the core task. Using the jquestion, answer;, paired
dataset to directly train this type of question answering model
can achieve good results on existing datasets. With the rapid
development of deep learning today, most KGQA methods
use neural networks for model training. How to add a multi-
hop reasoning mechanism to the model and how to combine
the deep learning model with linguistic knowledge are the
problems that need to be solved at present.
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