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   Dear Editor,

This  letter  examines  the  stability  issue  of  generalized  neural  net-
works  (GNNs)  with  time-varying  delay  based  on  a  novel  recipro-
cally convex combination (RCC). By considering a new matrix poly-
nomial,  the  proposed  novel  reciprocally  convex  method  leads  to  a
tight bound for integral inequality combination and encompasses sev-
eral existing approaches as special cases. The relaxed stability condi-
tions  with  less  conservatism  are  developed  by  employing  the  pro-
posed reciprocally convex combination and the Lyapunov-Krasovskii
(L-K) functional. Finally, several numerical examples are conducted
to show the superiorities of the stability conditions.

GNNs are composed of an enormous amount of connected units or
nodes called artificial neurons, which are connected to simulate neu-
rons  in  a  biological  brain.  As  we  know,  time-varying  delays  are  an
inevitable factor in GNNs because of the limited switching speed and
communication  bandwidth.  Stability  is  a  prerequisite  for  dynamic
system  analysis  and  application,  but  time  delays  may  lead  to  unac-
ceptable  dynamic responses  or  instability  [1],  [2].  Thus,  it  is  funda-
mental to focus on the stability of the GNNs with time delay.
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The  convex  combination  ( )  is  fre-
quently  encountered  when  evaluating  the  integral  term  in  the  L-K
functional. RCC plays a key role in dealing with the combination in
the stability analysis of delayed GNNs. In the last few years, a num-
ber of  improvements in RCC have been obtained [3]–[5].  In [3],  an
RCC was developed by introducing a high-order matrix polynomial.
A -dependent  RCC was proposed in [4]  by introducing  related
terms to study the dissipativity issue of delayed GNNs. By employ-
ing m-degree  matrix-valued  polynomial,  a  generalized  RCC  was
established  in  [5]  to  investigate  delayed  neural  networks.  From  the
above  study,  it  is  clear  that  matrix-valued  polynomials  have  been
widely employed in RCC. These slack matrix variables are valid for
reducing  the  RCC  estimation  errors.  However,  few  studies  devel-
oped  the  non-affine  RCC  for  the  study  of  delayed  GNNs.  There  is
much room for development in the RCC to estimate the combination
accurately.

The  second  rote  is  constructing  the  L-K  functional  that  contains
more  information  about  the  neuron  activation  function  and  system
state. A suitable L-K functional can build the connection among neu-
ron  activation  function  and  system vectors  of  GNNs.  Thus,  an  L-K
functional that contains more information is conclusive for diminish-
ing the conservatism of the conditions.

This  letter  establishes an RCC by considering a new matrix poly-
nomial  to  evaluate  the  convex  combination.  The  proposed  RCC
includes some inequalities in [5]–[7] as exceptional cases and can be
instantly dealt with by linear matrix inequality (LMI). Then, the sta-
bility conditions with less conservatism are derived by exploiting the

new RCC and the L-K functional with delay-product terms. Several
numerical  examples  are  implemented  to  verify  the  effectiveness  of
the stability conditions.

Sn(Sn+) n×n
He{O} = OT +O
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m =

m!
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Notation:  denotes the set of  symmetric (positive-def-
inite) real matrices. . Symmetric terms are expressed
by “*”.  .

Problem statement: Consider a category of delayed GNNs as fol-
lows:
 {

ẋ(t) = −Ax(t)+W0 f (W2x(t))+W1 f (W2x(t−dt))
x(t) = ω(t), t ∈ [−d̄,0]

(1)

ω(t) x(t) ∈ Rn

Wi
f (W2x(t)) = col{ f1(W21x(t)), . . . , fn(W2nx(t))}

dt

where  and  represent  the  initial  condition  and  system
neuron  state,  respectively.  are  the  interconnection  weight  matri-
ces.  stands for the neu-
ron activation function. A is a diagonal matrix consisting of positive
numbers. The time-varying delay  satisfying
 

0 ≤ dt ≤ d̄, u ≤ ḋt ≤ ū. (2)
f (∗) fi(0) = 0The activation function  satisfies  and

 

kmi ≤
fi(τ1)− fi(τ2)
τ1 −τ2

≤ kpi (3)

τ1 , τ2 kmi kpi Kp =
diag{kp1, . . . ,kpn} Km = diag{km1, . . . ,kmn}
where ,  and  are  given  constants.  Let 

 and .
Main  results: The  RCC  is  a  crucial  lever  in  the  study  of  GNNs

with time-varying delay. Then, a novel RCC is achieved by introduc-
ing a matrix polynomial.

Z ∈ Sn
+ V j ∈

Rn×n( j = 0, . . . ,m) Wi ∈ Sn(i = 1, . . . ,2m)
Proposition  1:  For  a  given m and ,  if  there  exist 

, , such that
 

S−GT
1

[
G S∗ −G

]
G1 > 0 (4)

∀ϱ ∈ (0,1)for , then the following condition:
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1
ϱ

Z O

∗ 1
1−ϱZ

 >
m∑
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∀ϱ ∈ (0,1)holds for , where
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
S j = −

m∑
i=1

C j
i (−1) jWi −V j, Z = diag{Z,Z}

U j =



[
Z+W1 V0
∗ Z

]
, j=0

m−1∑
i=1

C j
i (−1) jX1i +X2 j +C j

m(−1) jX3, j=1, . . . ,m−1[
−W2m−1 Vm
∗ (−1)m+1W2m

]
, j=m

Wi =

[
O O
∗ W2i

]
, V j =

[
W2 j−1 V j
∗ O

]
, X3 =

[
O O
∗ −W2m

]
X1i =

[
O O
∗ W2i+2 −W2i

]
, X2i =

[
W2i+1 −W2i−1 Vi

∗ O

]
.

Proof: According to (4) and Theorem 1 in [8], the following condi-
tion with ϱ holds: 
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0 <
m∑

j=0

ϱ jS j +Z. (6)

S jThe following condition is yielded by substituting  into (6):
 

0 < −
m∑

j=0

 m∑
i=1

C j
i (−1) jWi +V j

ϱ j +Z

= −
m∑

i=0

(
(1−ϱ)iWi +ϱ

iVi
)
+Z. (7)

diag
{√

1−ϱ
ϱ I,

√
ϱ

1−ϱ I
}By  pre-multiplying  and  post-multiplying  (7)  by
, we have

 

Z >
m∑

i=0

(1−ϱ)i−1ϱWi +ϱ
i

1−ϱ
ϱ

W2i−1 Vi

∗ O


=

m∑
i=0

(
(1−ϱ)i

[
O O
∗ −W2i

]
+ϱi

[−W2i−1 Vi
∗ O

]
+ (1−ϱ)i−1

[
O O
∗ W2i

]
+ϱi−1

[
W2i−1 O
∗ O

])
(8)

Z =
 1−ϱ
ϱ Z O
∗ ϱ

1−ϱZ

where .

ZBy adding  to both sides of (8), we obtain
 

1
ϱ

Z O

∗ 1
1−ϱZ

 >
m−1∑
i=1

((1−ϱ)iX1i +ϱ
iX2i)+Z

+

[
W1 V0
∗ W2

]
+ (1−ϱ)mX3 +ϱ

m
[−W2m−1 Vm
∗ O

]
=

m−1∑
k=0

(
m−1∑
i=1

Ck
i (−1)kX1i +X2k +Ck

m(−1)kX3)ϱk

+

[
−W2m−1 Vm

∗ (−1)m+1W2m

]
ϱm +

[
Z O
∗ Z+W2

]
=

m∑
k=0

ϱkUk. (9)

■

Wi V j

Remark 1:  Proposition 1 is  achieved as  a  generalized reciprocally
convex inequality with different orders by considering a new matrix-
valued polynomial. Some necessary variable matrices  and  are
integrated into the proposed RCC, which has positive consequences
for  reducing  the  conservatism  of  stability  criteria.  Furthermore,
Proposition 1 includes the RCCs in [5]–[7] as special cases.

V0 =
∑m

j=0 M̄ j Vi =
∑i

j=1 C j
i (−1) jM̄i + Ȳi,

(i = 1, . . . ,m)
1)  By  considering  and 

, (5) in Proposition 1 is identical to Lemma 4 in [5].
m = 22) By considering , (5) decreases to

 
1
ϱ

R O

∗ 1
1−ϱR

 >
[
M1 M2
∗ M3

]
(10)

M1 = −W3ϱ
2 + (W3 −W1)ϱ+M1 M2 = V0 +V1ϱ+V2ϱ

2 M3 =

−W4ϱ
2 + (W2 +W4)ϱ

where , , 
.  Note that  the inequality in [6]  can be covered

by (10).
m = 13) By considering , (5) decreases to

 
1
ϱ

R O

∗ 1
1−ϱR

 >
[
R+ (1−ϱ)W1 ϱV0 +ϱV1

∗ R+ϱW2

]
which  are  identical  to  the  result  in  [7].  Before  proceeding,  some
matrices and vectors are defined in [9].

d̄ µ < µ̄ Kp = diag{k+1 , . . . ,k
+
n } Km =Theorem  1:  For  given , , ,  and 

diag{k−1 , . . . ,k
−
n }

P1 ∈ S9n
+ P2 ∈ S9n

+ Q1 ∈ S6n
+ Q2 ∈ S6n

+ R ∈ Sn
+ Z ∈ S2n

+

G1 ∈ S6n
+ G2 ∈ S14n

+ G3 ∈ S14n
+ Xk ∈ S3n (k = 1,2,3,4) Xz ∈ R2n

Yι ∈ R3n (ι = 0,1,2) L1 ∈ Sn
+ L2 ∈ Sn

+ H j ∈ Sn
+

T j ∈ Sn
+ ( j = 1,2,3) N1 ∈ R6n N2 ∈

R14n N3 ∈ R14n

, the system (1) is asymptotically stable if there exist
matrices , , , , , ,

, , , , ,
,  diagonal  matrices , , ,

 ,  and  skew-symmetric  matrices , 
, , such that the following inequalities hold:

 

Υ > 0, EU −GT
[1]

[
G1 N1∗ −G1

]
G[1] < 0 (11)

 

E[ū]
Θ
−GT

[d̄]

[
G2 N2∗ −G2

]
G[d̄] < 0 (12)

 

E[u]
Θ
−GT

[d̄]

[
G3 N3∗ −G3

]
G[d̄] < 0. (13)

Proof: Consider the following augmented L-K functional:
 

V(t) = ψT
1 (t)Pdtψ1(t)+

w t

t−dt
ψT

2 (t, s)Q1ψ2(t, s)ds

+
w t−dt

t−d̄
ψT

2 (t, s)Q2ψ2(t, s)ds

+ d̄
w t

t−d̄

w t

u
ẋT (s)Rẋ(s)dsdu

+ d̄
w t

t−d̄

w t

u
ψT

3 (s)Zψ3(s)dsdu

+2
n∑

i=1

w W2i x(t)

0

(
l2i f+i (s)+ l1i f−i (s)

)
ds (14)

where
 

Pdt = dtP1 + (d−dt)P2

f+i (s) = k+i s− fi(s), f−i (s) = fi(s)− k−i s
ψ1(t) = col{ζ1, ζ4,dtϕ1,dtϕ3,dmϕ2,dmϕ4}
ψ21(t, s) = col{

r t
s x(u)du,

r s
t−dt

x(u)du}

ψ22(t, s) = col{
r t−dt

s x(u)du,
r s

t−d̄ x(u)du}
ψ2(t, s) = col{x(s), ẋ(s),ψ21(t, s),ψ22(t, s)}
ψ3(s) = col{x(s), f (W2x(s))}.

V(t)By differentiating  along with the trajectory of (1), we yield
 

V̇ = ζTt ( ΠT
1PdtΠ2 +Π

T
1 P̂dtΠ1 +Π

T
3 Q1Π3 −dtΠ

T
4 Q1Π4

+dtΠ
T
4 Q2Π4 −ΠT

5 Q2Π5 +Π6Q1Π7 +Π
T
8 Q2Π7

+ d̄2(ℓTs Rℓs +ΠT
9 ZΠ9)+He{((ℓ8 −KmW2ℓ1)L1

+ (KpW2ℓ1 − ℓ11)L2)W2ℓs} )ζt +W1(t)+W2(t) (15)
W1(t)=−d̄

r t
t−d̄ ẋT (s)Rẋ(s)ds,W2(t)=−d̄

r t
t−d̄ ψ

T
3 (s)Zψ3(s)dswhere .

W1(t) W2(t)For the integral  terms  and ,  the following conditions
hold  by  employing  auxiliary  function-based  inequality  and  Proposi-
tion 1:
 

W1(t) ≤ ζTt
(
− d̄

dt
ΠT

10RΠ10 −
d̄

d̄−dt
ΠT

11RΠ11

)
ζt

≤ −ζTt ΠT
14UΠ14ζt (16)

 

W2(t) ≤ ζTt
(
− d̄

dt
ΠT

12ZΠ12 −
d̄

d̄−dt
ΠT

13ZΠ13

)
ζt

≤ −ζTt ΠT
15ΥΠ15ζt (17)

U = d2
t R2 +dtR1 +R0where .

According  to  the  constraints  of  the  activation  function  (3),  some
common positive definite items are given as follows:
 

0 ≤ κ1(t,H1)+ κ1(t−dt,H2)+ κ1(t− d̄,H3) (18)
 

0 ≤ κ2(t, t−dt,T1)+ κ2(t−dt, t− d̄,T2)
+ κ2(t, t− d̄,T3). (19)

By substituting (16), (17) and (19) into (15), one obtains
 

V̇(t) ≤ ζTt ℧[dt ,ḋt]ζt

= ζTt (d2
t Θ2[ḋt] +dtΘ1[ḋt] +Θ0[ḋt])ζt (20)
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℧[dt ,ḋt] Θ j[ḋt] Θ j[ḋt]
℧[dt ,ḋt]

where  and  are defined in Theorem 1.  are the coef-
ficients of the matrix-valued polynomial .

℧[dt ,ḋt] ḋt ℧[dt ,ḋt] < 0 ∀ḋt ∈ [u, ū]
℧[dt ,u] < 0 ℧[dt ,ū] < 0

℧[dt ,u] < 0
℧[dt ,ū] < 0

V̇(t) ≤ −ςxT (t)x(t)
ς > 0

Note that  is affine on ,  holds for  if
and only if  and .  Then LMIs (12)  and (13)  are
derived  by  utilizing  Lemma  1  in  [8]  to  ensure  and

,  respectively.  Hence,  if  the  convex  optimization  condi-
tions  (11)−(13)  are  feasible,  holds  for  a  suffi-
ciently small . ■

d̄
r t

t−d̄

r t
u ψ

T
3 (s)Zψ3(s)dsdu

Remark 2: Some new integral terms of activation function and dou-
ble integral term  are consolidated into the
proposed  L-K  functional  to  include  more  information  about  time
delay  and  activation  function.  Thus,  more  cross  information  about
neuron activation function is contained in the L-K functional.

Numerical example: This section provides two extensive delayed
GNNs to indicate the superiorities of the derived stability criteria.

Example 1: Consider the GNNs (1) with
 

A =
[

1.5 0
0 0.7

]
, W0 =

[
0.0503 0.0454
0.0987 0.2075

]
W1 =

[
0.2381 0.9320
0.0388 0.5062

]
, Kp =

[
0.3 0

1 0.8

]
W2 = I, Km = O.

ū u d̄For different  and , the maximum allowable bounds  are evalu-
ated via Theorem 1. The numerical results are summarized in Table 1
with those of diverse approaches. The maximum allowable bound is
one of the crucial indicators for evaluating stability criteria. Accord-
ing to Table 1, Theorem 1 improves maximum allowable bounds by
18% more than the leading methods. It can be concluded that Theo-
rem 1 produces less conservative stability criteria for delayed DNNs.
 

ūTable 1.  Maximum Allowable Delay for Various  Values of Example 1
ū = −u 0.45 0.5 0.55 NDVs

[10] 16.363 13.060 − 152.5n2 +23.5n

[5] (m = 3) 17.342 14.446 12.670 191n2 +40n

Theorem 1 23.290 17.524 14.448 596.5n2 +64.5n
 
 

:Example 2  Consider the GNNs (1) with
 

A = diag{7.3458,6.9987,5.5949}
Kp = diag{0.3680,0.1795,0.2876}

W2 =

 13.6014 −2.9616 −0.6936
7.4736 21.6810 3.2100
0.7290 −2.6334 −20.1300


W1 = I, W0 = O, Km = O.

d̄ ū = −u = {0.1,0.5,0.9}
d̄

For  this  system with  time-varying  delay,  the  maximum allowable
bounds  are  derived for  by solving the opti-
mization problem. Table 2 shows that  the bounds  based on Theo-
rem 1 are much larger than those based on other present conditions.
Then it can be concluded that the technique of Proposition 1 plays a
key role in reducing conservatism. Furthermore, the number of deci-
sion variables (NDVs) of different methods are recorded in Table 2.
How diminishing the NDVs of the proposed methods is an essential
research direction.

Conclusion: This  letter  establishes  a  new  stability  criteria  for
GNNs  with  time-varying  delay.  An  improved  RCC  is  proposed  for
delayed GNNs by considering a new matrix-valued polynomial. The
proposed  RCC  encompasses  some  existing  results  as  exceptional

cases. Then, sufficient stability conditions are achieved by exploiting
the RCC and L-K functional. Finally, several numerical examples are
conducted to reveal the superiorities of the stability scheme.
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