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Abstract—Automatic defect detection is an essential part of 

quality inspection in industrial production. It can improve the 

effectiveness and reduce the cost for labor. Most of the detection 

systems are designed for specific tasks and they usually could 

not adapt to multiple types of objects simultaneously. In this 

paper, a general and flexible defect detection system is 

established for multi-type surface defects, it can achieve defect 

detection tasks for complex 3-dementional surface with different 

types and material, which has a precision of 95.3% and recall of 

96.2%. A database of surface defects is also built to help the 

system to manage the data, recognize unknown defects and 

analyze the possible problems in the production line. 

Keywords—surface defect detection, robot system, 3-

dementional surface 

I. INTRODUCTION 

As the development of automation technology, the 

automatic production line has been widely applied in 

industrial production, in some fields like high-end chips, 

workers only need to set the program and the machines will 

do all the production work automatically. However, in the 

field of industrial defect detection, the extent of automation 

is still in a low level. The products need to be checked 

manually before leaving the factory, 30%-50% workers in the 

factory are hired to do this labor-intensive work. And what’s 

more, for some fine detection work like optimal elements, the 

high intensity work can cause vision damage to workers, most 

of them can only do this work for less than one year. With the 

rising labor cost, automatic quality inspection system is 

needed in many industrial fields, which is not only for the 

steady operation of the product line, but also for the health of 

the workers. 

        In recent years, with the improvement of artificial 

intelligence algorithm and industrial vision technology, 

automatic defect detection has been applied in industrial 

production. Cha et al. [1] adopted Faster R-CNN [2] to detect 

structural defects on steels, Liu et al. [3] proposed a 

positioning method for catenary support components based 

on SSD[4].  Yuan et al. [5] utilized Generative Adversarial 

Network (GAN) [6] to get defect regions. Tong et al. [7] 

proposed a method based on nonlocal sparse representation 

to detect defects on fabric. Zou et al. [8] established 

DeepCrack network which is based on SegNet[9], and 

achieved good performance on crack detection. For detection 

system, Tao et al. [10] designed a surface defect detection 

system for large aperture optimal elements. Cao et al. [11] 

proposed a optimal surface detection system with high 

dynamic range. Jiang et al. [12] established a detection 

system of solder paste on printed circuit boards.  

However, most detection systems are designed for 

specific tasks. Most of the devices are fixed and when the 

detection target changes,  the system usually can not adapt to 

the new tasks well. What’s more, for objects with multi-type 

3-dementional surface, it’s hard for a detection system to 

acquire images that cover the whole surface. 

In this paper, a general and flexible defect detect system 

is established that can achieve the defect detection of 

complex 3-dementional surface for multi-type, multi-

material inspected objects. The system achieved a precision 

of 95.3% and a recall of 96.2%. A database of the surface 

defects is also built, and the system can classify and grad each 

defect and analyze the possible problems in the production 

process according to it. When there are unknown kind of 

defects, the system can give an alarm and it can also be 

trained to adapted to the new defects if the new class have 

been confirmed manually. Our system can be integrated into 

the product line, which can improve the production efficiency 

greatly through the automatic defect detection. 

The remainder of this paper is arranged as follows. 

Firstly, the overall design is briefly introduced in Section Ⅱ, 

including the instruments and the software, the detection 

procedure is also introduced in this section. Secondly, the 3 

modules of the system will be introduced in detail in Section 

Ⅲ. The experiments are reported to evaluate the performance 

of our system in Section Ⅳ. Finally, the conclusions are 

presented in Section Ⅴ.  



II. SYSTEM DESIGN 

A. Defect detection instruments 

The defect detection instrument is composed of 
recognition, loading and detection three modules, which is 
shown in Fig.1. The recognition module consists of a 
recognition camera and circle light source. A 6-DOF loading 
robot, an area of temporary storage, fixtures and their quick-
change table are in the loading module. The temporary storage 
area is divided into four parts: qualified area, unqualified area, 
repairable area and undetected area, there are sensors on the 
template to detect whether there are objects occupying each 
vacancy. In the last module includes a 6-DOF detection robot, 
detection camera and five light sources. All these are placed 
on a workbench and they are controlled by a industrial control 
computer through programmable logic controller (PLC) 
device. The instruments can achieve high flexibility, accuracy 
and stability through the high-speed DC servo-control system. 
With the cooperation of 6-DoF robotic arm and rotatable table, 
our system can plan the trajectory automatically and move 
along it, so that the system can detect entire surface of the 
objects. 

  

Fig. 1. Defect detection instruments 

B. Defect detection software 

Together with the instruments, we also developed 
software for the system. We designed an interactive interface 
for the software, which can help us finishing programming 
work easily through dragging command modules. The 
software can control the imaging system, lighting system and 
motion system through the PLC device. After creating proper 
detect model in the software, the system can achieve image 
acquisition of the 3-dementional surface according to the 
model. Then, image processing and defect detection will be 
done by the software. The software integrates our general deep 
learning defect detect algorithm library, which can meet the 
needs for detecting, classifying, measuring, grading the 
defects and so on. The software will also establish databases 
with the detecting procedure, which can analyze the data and 
give the possible reason to make  defects. 

C. Detect procedure 

The flow chart of the detect process is shown in Fig. 2. 

To begin with, the automated guided vehicle(AGV) will send 

objects to the undetected area of the template. When it is 

detected by the sensor, the recognition camera will take a 

picture of it and the system will judge which type the object 

belongs to. Then, the grab robot will grab the object and place 

it on the rotatable table. 
With the help of loading robot, the detection camera will 

take several pictures of the objects in the following order: the 
first picture will be taken from the top, and then the loading 
robot will turn the object over. The second picture is taken 
from the same position, which will show the bottom of the 
object. Then the detection robot will move to the side and take 
pictures with the rotation of the platform until every angle of 
the side have been taken in pictures. The system will detect 
the objects and judge whether it is qualified, unqualified 
(irreparable) or repairable. The loading robot will put them to 
the different areas of the template and the AGV will send them 
to different places of the production line. 

 

Fig. 2. Flow chart of the detection process 

III. REALIZATION OF DIFFERENT FUNCTIONS 

To introduce more details of our system, we divided our 
system into 3 modules: recognition module, loading module 
and detection module. These modules will cooperate with 
each other to achieve the detecting tasks. 

A. Recognition module 

This module is first step of our system. Objects will be 

sent to this module by the AGVs, and then this module will 

classify the object for the system to decide how to accomplish 

image acquisition tasks. The recognition camera and the light 

source are placed on the top of the temporary storage template. 
In this paper, we adopt ResNet-18[13] network as the 

classifier, the design of residual structure makes it easy for 
weights to be trained. Because the objects are placed in fixed 
places, so we can cut out some background area of the images 
before sending them to classification network. 

B. Loading module 

After identifying the class that the object belongs to, the 
loading module need to put the object to the detection area and 
help turning over the object during the imaging process. We 
use an UR robot with a fixture at the end to do this work. To 
grab different kinds of objects, an shortage template is set near 
the robot, different kinds of fixtures are placed on it for quick 
change. The design of this module in shown in Fig.3. 



 

Fig. 3. Loading module 

C. Detection module 

This is the core module of our system. The design of the 

module is shown in Fig.4. To achieve the generality and 

flexibility of imaging tasks, the detection camera is fixed on 

an UR robot, so that it can adjust its position and angle for 

different tasks. We also design a set of lighting sources for 

better imaging quality. As is shown in Fig.4, there is a circular 

lighting source on the top of the rotatable table and two 

parallel lighting sources at the side of it, we also placed a 

circular lighting source around the camera on the robot to 

raise the light intensity of imaging area. The light intensity 

can be adjusted automatically or manually. 
After acquiring enough images of the objects, we can 

now do the detection work. We choose Faster R-CNN as the 
basic architecture of the detection network. Faster R-CNN is 
an effective method for object detection and it can achieve 
high mAP in some open datasets. To adapt to the industrial 
images better, we adapt a network that combines ResNet and 
DenseNet[14] as backbone for feature extraction. The 
improved Faster R-CNN network performs well in our surface 
defect detection tasks. 

 

Fig. 4. Detect camera with circular lighting resource(left) and rotatable 

plate with a set of lighting resources (right) 

IV. EXPERIMENTS 

The experiment system are established as we described in 
Section Ⅱ. We choose Basler acA2440-120gm and Computar 
35mm varifocal lens as the detect camera, the size of the 
optimal element is 8.4mm × 7.1mm and the image size is 
2448×2048 pixels. Two UR5 robots are used in grab and 
detect module as the robotic arms. 

Our software is developed in Visual Studio 2017 
environment and the interface is developed with Qt. The basic 
interface of the software is shown in Fig.5. 

 

Fig. 5. Basic interface of the software 

In this paper, we choose two objects as the detection 
targets. As is shown in Fig. 6, the left picture is a rotate solar 
ornament, it is composed of 6 components of different size 
and materials, which is shown in picture 1-6 in Fig.7. The right 
picture in Fig.6 is a model plane bases, and it is composed by 
a base and a nameplate, which is shown in picture 7-8 in Fig.7. 
We choose some of these objects to do our surface detection. 

 

Fig. 6. Rotate solar ornaments(left) and model plane base(right) 

 

Fig. 7. Different components of the objects 

A. Objects classification and Image acquisition 

We established a dataset for classification of 347 samples, 
including 167 pictures of the model plane base, 88 pictures of 
the solar ornament base and 92 pictures of the plastic pad of 
solar ornament. The dataset is divided into train set of 208 
samples, validation set of 69 samples and test set of 70 
samples. We rotate of flip the samples in train set with a 50% 
probability as data augmentation. The ResNet-18 network 
achieved an accuracy of 100% for classification. Some of the 
results are shown in Fig.8. 

 

              (a)                                     (b)                                       (c) 

Fig. 8. (a) model plane base   (b)solar ornament bas   (c)plastic pad 

After the classification, the objects will be sent to 
imaging area by the grab module. The imaging process has 



been described in Section Ⅱ. Some of the images are shown in 
Fig.9. 

 

Fig. 9. Images acquired by the detect camera 

B. Defect detection 

We established a dataset of defects to test our system. The 
sample numbers of different objects are shown in TABLE Ⅰ. 

TABLE I.  NUMBERS OF SAMPLES IN DEFECTS DATASET 

Defects dataset Train set Validation set Test set 

Model plane 
base 

150 59 90 

Solar ornament 
base 

119 49 70 

Plastic pad 85 33 51 

Total  354 141 211 

 

We use our system to detect the defects in our dataset. 
Some of the results are shown in Fig.10. 

 

Fig. 10. Some of the defect detection results 

We count the numbers of correct detection, false detection 
and over detection. The results are shown in TABLE Ⅱ. We 
use two indexes to evaluate the performance of the system: 
precision and recall. The calculate method are as follows: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑒𝑡𝑒𝑐𝑖𝑜𝑛

(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑒𝑡𝑒𝑐𝑖𝑜𝑛 + 𝑜𝑣𝑒𝑟 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛)
 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑒𝑡𝑒𝑐𝑖𝑜𝑛

(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑑𝑒𝑡𝑒𝑐𝑖𝑜𝑛 + 𝑓𝑎𝑙𝑠𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛)
 

The results are shown in TABLE Ⅲ. 

TABLE II.  DEFECT DETECT RESULTS 

Object 
classes 

Defect 
number 

Correct 
detection 

False 
detection 

Over 
detection    

Model 
plane base 

90 87 3 4 

Solar 
ornament 
base 

70 67 3 3 

Plastic pad 51 49 2 3 

Total  211 203 8 10 

TABLE III.  PRECISION AND RECALL OF DEFECT DETECTION 

Performance  Precision Recall 

Index  95.3% 96.2% 

 

C. Database  

Our database module is developed on the basis of SQLite. 
The interface of the database module is shown in Fig.11. 
During the detecting process, the system will import the 
information of defects into the database, for example, class, 
grade, location, size and so on. We can add, delete or modify 
the information in database manually and export in word, 
excel or pdf formats. 

 

Fig. 11. Interface of the database module 

With the database, our system can analyze the possible 
causes of the defects, and judge where the object should be 
sent in the product line. For example, as is shown in Fig. 12, 
when the lack of metal plate on model plane base is detected, 
our system will show ‘assembly repair’ and connect the AGVs 
to send it to the assemble module of the product line. 

 

Fig. 12. Lack of metal plate on the model plane base  



V. CONCLUSION 

In this paper, a general and flexible defect detection 
system is established for quality inspection of multi-type 3-
dementioal surfaces. More than 3 objects are detected in the 
experiments and the adaptability and effectiveness of 
detection system is validated. It is of great significance to 
improve the efficiency of quality inspection in industrial 
production. Meanwhile, the system still has some problems, 
the result of detection may be influenced by the lighting 
condition, and therefore some defects will be missed.  

So for future work, the design of instruments could be 
updated for stronger anti-interference ability. What’s more, 
the surface defect detection algorithms usually extract texture 
features, geometric features, transform index features et al. 
from images, and it’s kind of redundant. So choosing 
dominant features that more efficient for classification or 
localization of defects may be what we can improve in future 
work. 
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