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ABSTRACT 

It has always been very difficult to recognize realistic 
actions from unconstrained videos because there are 
tremendous variations from camera motion, background 
clutter, object appearance and so on. In this paper, a Single-
Feature Hierarchical Latent Dirichlet Allocation model 
called SF-HLDA by extending Latent Dirichlet Allocation 
to the hierarchical one is first proposed for realistic action 
recognition. And then, by extending SF-HLDA, we present 
another model called Multi-Feature Hierarchical Latent 
Dirichlet Allocation model MF-HLDA which can 
effectively fuse several different features into one model for 
recognizing the realistic actions.  Experiments demonstrate 
the effectiveness of our proposed models. 

Index Terms— action recognition, hierarchical Latent 
Dirichlet Allocation, multi-feature model

1. INTRODUCTION 

Action recognition is driven by a wide range of applications, 
such as visual surveillance, advanced user interface, video 
meeting, behavior based video index and retrieval and so on, 
and it is an active research topic in video processing and 
multimedia signal processing. The aim of action recognition 
is to get semantic descriptions and understanding of 
dynamic scene by analyzing low-level features. To this end, 
one key step is to model and recognize actions. 

Most of the early existing works on action modeling and 
recognition are in the limited conditions like those in [1-8]. 
For example, Bobick and Davis [1] used temporal template 
called motion-history image to model the behaviors without 
camera motion. Similar to Bobick and Davis’s work, the 
methods [2-3] used spatial-temporal features to recognize 
the indoor behaviors. In the works [4-5], 3D features were 
adopted to recognize the behaviors in the simple scene. And 
space-time points were used in [6]. Different from the above 
methods, Mikolajczyk and Uemura [7] used the motion-
appearance vocabulary forest to model the actions. And 
Dhillon et al. [8] combined appearance and motion features 
for human action classification and tested their algorithm in 
videos with simple background. Recently, some works [9-
11] have been reported on action recognition from 

unconstrained videos. For example, Laptev et al. [9] 
modeled realistic human actions movies by extending 
several recent ideas including local space-time features, 
space-time pyramids and multi-channel non-linear SVMs. 
Reliable and informative features including motion and 
static features were extracted from  the unconstrained videos 
in [10]. And Hu et al. [11] detected actions in complex 
scenes with spatial and temporal ambiguities. 

Different from  the above-mentioned methods, Niebles 
et al. [12] used Latent Dirichlet Allocation (LDA) to model 
human actions in real scene. LDA, a very simple model, was 
first described by Blei et al. [13] in detail. And it can handle 
noisy feature points arisen from dynamic background and 
moving cameras, and has been applied to challenging comp-
uter vision tasks [12]. Based on this model, Hospedale et al. 
[14] constructed a  Markov clustering topic model to mine 
behaviors in videos with complex background. 
      In this paper, by extending LDA, we propose two novel 
Hierarchical Latent Dirichlet Allocation models for recogn-
izing realistic actions from unconstrained videos. The first 
model is a Single-Feature Hierarchical Latent Dirichlet 
Allocation model (SF-HLDA) by extending Latent Dirichlet 
Allocation to the hierarchical one. This model assumes 
every action video as one document which is a random  
mixture of document topics and one document topic is a 
mixture of one type of feature topics. With the hierarchical 
structure including two topic layers, SF-HLDA can further 
reduce the effect of the noise led by the tremendous 
variations from camera motion, background clutter, object 
appearance and so on, and improve the correct rate of action 
recognition. By extending SF-HLDA to combine two 
different types of features, we propose the second model 
called Multi-Feature Hierarchical Latent Dirichlet 
Allocation model (MF-HLDA). Different from SF-HLDA, 
MF-HLDA is not only a hierarchical model but also a multi-
feature based model. In this paper, two types of features 
including motion and static features are used in MF-HLDA. 
Experiments show that MF-HLDA model can improve the 
recognition performance even if one type of the features is 
badly extracted. 

The remainder of the paper is organized as follows: 
Section 2 is a detailed description of the proposed models. 
Experiments and results are reported in section 3, and 
followed by some conclusions in section 4.        
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2. THE PROPOSED MODELS 

Two novel hierarchical generative models are proposed for 
recognizing realistic actions from unconstrained videos. The 
models shown in Fig. 1(b) and (c) follow the bag-of-word 
framework [12-14]. In this section, we will give a detailed 
description of the proposed models about their generative 
process, Bayesian decision and parameter learning.  

2.1. Single-feature hierarchical latent dirichlet allocation 
model 

By extending LDA model shown in Fig.1 (a), we get the 
first model called Single-Feature Hierarchical Latent Dirich-
let (SF-HLDA) model shown in Fig. 1 (b). Different from 
LDA, SF-HLDA has two topic layers. One layer is called 
document topic z, and another is called feature topic m.
Given one video dW like LDA, the generative process of SF-
HLDA can be formalized as follows: 

   (1)  Choose ~ )(Dir ,
(2)  Choose z ~ )(Mult , where z is a Z-dim vector, 
(3) Choose ~ ),( zDir , where  is mixture parameter 
over topic z and   is the Dirichlet prior of , a matrix of 
size MZ , M  is the total number of latent topic m,
(4)  Choose H ~ )(Poisson ,
(5)  For h=1 to H,

 i)  Choose mh~ )(Mult , where mh is a M-dim vector, 
      ii) Choose hw from hw ~ ),|( hh mwp , a multinomial 

probability conditioned on mh.
In the above process of SF-HLDA model, )(Poisson is a 

Poisson distribution over parameter , the parameter is 
the mixture parameter of action topics, )(Dir represents the 
Dirichlet distribution with prior parameter , )(Mult is a 
multinomial distribution over parameter , and  is a 
matrix of size UM , where zu indicates the probability of 
the word uw within the topic z, and U is the number of 
vocabularies. Given the parameters, the joint distribution for 

, z, , m and dW is
),,|,,,,( mzWp d = )|(p ),|()|( zpzp

H
h hhh mwpmp1 ),|()|(       (1) 

2.2. Multi-feature hierarchical latent dirichlet allocation 
model 

By extending SF-HLDA to combine two different features 
including motion and static features, we get the Multi-
Feature Hierarchical Latent Dirichlet Allocation (MF-LDA) 
model shown in Fig. 1(c). This model assumes the following 
generative process for each action document: 

    
(a)                         (b)                              (c) 

Fig 1.  Three generative models: 
 (a) LDA, (b) SF-HLDA, and (c) MF-HLDA 

(1) Choose a mixture proportion ~ )(Dir for each action 
document, where is a Z-dim vector, 
(2) Choose a document topic z ~ )(Mult , where z  is a Z-
dim vector, 
(3) Choose mixture proportion ~ ),( zDir , ~ ),( zDir .

 is the Dirichlet prior of , a matrix of size MZ , where 
M  is  the  total  number  of  the latent topic   about motion 
features, and is Dirichlet prior of , a matrix of size SZ ,
where S is the total number of the latent topics about static 
features, 
(4) Choose H ~ )(Poisson ,  and K ~ )(Poisson . H  is  the 
number  of  the words about motion features,  and   K is  the 
number of the words about static features, 
(5) For each word about motion features: h=1 to H,

i) Choose a topic about motion feature hm ~ )(Mult ,
where hm is a M-dim vector, 

ii) Choose a word about motion feature hx from hx ~
),|( hh mxp ,  where  is a  matrix of  size UM . U

is the total number of the vocabularies in the motion 
codebook for x.  is the multinomial parameter for x,

(6) For each word about static feature: k=1 to K,
       i) Choose a topic about static feature ks ~ )(Mult , whe-

re ks is a S-dim vector, 
      ii) Choose a word about static feature ky  from ky ~

),|( kk syp , where v  is a matrix of size PS , and P is 
the total number of the vocabularies in the static 
codebook for y, v  is the multinomial parameter for y.

     Given the parameters },,,,{  and an observed 
action video, we get the joint distribution of the latent topics, 
mixture proportions, the words about motion and static feat-
ures as follows: 

)|,,,,,,,( zsmyxp  =  
)|(p )|(zp ),|( zp ),|( zp
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H
h hhh mxpmp1 ),|()|( K

k kkk sypsp1 ),|()|( ,    (2)                                   
where x, y represent the motion properties of the spatial-
temporal interest points and the static properties of spatial 
interest points from the action video respectively.  

2.3. Bayesian decision 

Before giving the algorithm of learning the models, we first 
discuss the Bayesian decision about action recognition. Here 
we only give the Bayesian decision about MF-HLDA model 
for saving the space of this paper. 

An unknown action video sequence is first represented 
by two different collections of codewords including motion 
feature words x and static feature words y. Assuming there 
are C classes in action dataset and the parameters c

( Cc1 ) are given, the probability of the action class c is 
computed as follows: 

),,|( cyxcp )()|,( cpyxp c )|,( cyxp ,          (3) 
where },,,,{c are parameters gotten by the follow-
ing learning algorithm, and Ccp /1)(  for convenience. If 

)|,(maxarg cc yxpc , then the action video belongs to the 
cth class of actions. The term )|,( cyxp  can be computed as 
follows: 

)|,( cyxp =
iz iii zpzpzp ),|(),|()|(

H
h m hhhh

mxpmp1 ),|()|(
K
k s kkkk

sypsp1 ),|()|( dd                 (4) 
       The distribution shown in the equation (4) is 
intractable for exact inference. Similar to the algorithm in 
[12], we adopt the variational approximation in this paper. 

2.4. Learning the models 

Similar to the section 2.3, this section will only give the 
description about the learning method of MF-HLDA model 
too.  In  this  section,  we  introduce a variational 
distribution ),,,,,|,,,,,( zsmq as an approximation 
of true posterior distribution )|,,,,,( zsmp  over the 
latent variables with the following formalization,  

),,,,,|,,,,,( zsmq  = 

)|(q )|( tq )|(q )|(zq
H

h
hhmq

1
)|(

K

k
kksq

1
)|( , (5)

where , h , k represent multinomial parameter over Z, M,
S  topics respectively, and , , are the Dirichlet paramet-
er.  

Similar to the LDA model in paper [12-13], these 
parameters are the free variational parameters. By using the 
Jensen’s inequality directly [13], we have  

log )|,( yxp

dzdddmdsd
zsmq

zsmqzsmyxp
),,,,,(

),,,,,()|,,,,,,,(log

(a)

(b) 
Fig 2. Some examples: (a) Motion features, and (b) Static features. 

)]|,,,,,,,([log zsmyxpEq )],,,,,([log zsmqEq .   (6) 
      We use L to represent the right term in equation (6). 
Following [13], the lower bound L is 

)]|([log pEL q )]|([log zpEq )],|([log zpEq

)],|([log zpEq )]|([log mpEq )],|([log mxpEq

)]|([log spEq )],|([log sypEq )]([log mqEq

)]([log sqEq )]([log qEq )]([log qEq )]([log zqEq

)]([log qEq .                                                              (7) 
     By maximizing the lower bound  L, we can infer the var- 
iational  parameters  , h , k , , , , and then by using v-
ariational EM algorithm, we can estimate the parameter 

},,,,{ .

3. EXPERIMENTS AND RESULTS 

We employ the YouTube action dataset [10]. The videos in 
this dataset including about 1600 action videos with 11 
categories are challenging for recognizing actions. There are 
25 groups in each category and there are 4~23 action videos 
in each group. We choose 80 videos from each category 
video at random for training our models and the rest for 
testing the performance of the proposed models. 

3.1. Action video representation 

We first transfer them from the color space to grey space. 
And then the action videos are represented by two different 
collections of action features including motion and static 
features. We use the method proposed by Dollar et al. [15] 
to extract motion features shown in Fig. 2(a) and every 
motion feature is described by a 96-dim vector, and then k-
means is adopted to cluster these features  into U classes as 
the vocabulary codebook of motion features. The method 
SURF proposed by Bay et al. [16] is used to get the static 
features shown in Fig. 2(b). Each static feature is described 
by a 128-dim vector. All the static features are clustered into 
P classes as the vocabulary codebook of static features. 
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Table 1. Recognition Results 
U=P LDA1 SF-HLDA1 LDA2 SF-HLDA2 MF-HLDA 
600 35.56 35.41 73.89 75.56 76.25 

1000 31.53 33.33 73.33 77.64 78.89 
1500 34.03 35.28 76.11 75.97 78.06 
2000 32.36 35.56 75.69 77.22 79.17 
2500 30.56 33.61 75.69 78.33 79.03 
3000 31.53 36.53 76.39 77.08 80.41 

3.2. Results 

Table 1 shows the comparison results of action recognition 
assuming U=P for 600, 1000, 1500, 2000, 2500, 3000 and 
Z=11, M=S=15. In this table, the number 1 indicates motion 
feature is only  used to learn the models, and  2 represents 
static feature is only used to learn the models.  

From this table, we can see that motion features are 
badly extracted by the effect of the noise from the 
tremendous variations, so both LDA1 and SF-HLDA1 
which are learnt by only motion features have bad 
performance. But compared with the results of LDA1, SF-
HLDA1 can improve the average recognition rate from   
32.60% to 34.95%. And if the static features are only 
adopted, compared with LDA2, SF-HLDA2 can improve 
the average recognition rate from  75.18% to 76.97%. 
Although the motion features are badly extracted, compared 
with LDA2, MF-HLDA by combining motion and static 
features can improve the average recognition rate from   
75.18%  to 78.64%.  These results show that our proposed 
models are effective. 

4. CONCLUSIONS 

By extending LDA to hierarchical one, we get the Single-
Feature Hierarchical Latent Allocation model  which  can 
further reduce  the effect of the noise led by the tremendous 
variations from camera motion, background clutter, object 
appearance and so on, and improve the correct rate of action 
recognition. By extending SF-HLDA to combine two differ-
ent features, we get Multi-Feature Hierarchical Latent Dir-
ichlet Allocation model which can improve the average 
recognition performance even if one type of the features is 
badly extracted. 
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