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Abstract—The traffic environment and driving behaviors are of
great complexity and uncertainty in our physical world. Therefore,
training in the digital world with low cost and diverse complexities
become popular for autonomous driving in recent years. However,
the current training methods tend to be limited to static data
sets and deterministic models that do not sufficiently take into
account the uncertainty and diversity prevalent in real traffic
scenarios. These approaches also limit more possibilities for the
comprehensive development and optimization of vision systems.
In this paper, we develop a parallel training method based on
artificial systems, computational experiments, and parallel exe-
cution (ACP) for the intelligent optimization and learning of the
aforementioned agents in uncertain driving spaces. Parallel train-
ing creates a virtual driving space following the instruction of the
ACP approach and conducts large-scale rehearsal experiments for
possible scenarios. By enhancing the diversity of virtual scenarios,
intelligent vehicles are trained to respond and adapt to the diverse
uncertainties in the physical real-world driving space. Specifically,
parallel training first proposes a standard operating procedure
for intelligent driving systems, namely the projection-emergence-
convergence-operation (PECO) loop. Digital quadruplets for par-
allel training, i.e., physical, descriptive, predictive, and prescriptive
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coaches, are also proposed. With the guidance of parallel training,
virtual and real-world driving spaces are set up in parallel and
interact frequently. They are closely linked and unified in oppo-
sition to each other, ultimately building a parallel driving system
that fulfills safety, security, sustainability, sensitivity, service, and
smartness (6S).

Index Terms—Parallel intelligence, parallel driving, digital
quadruplets, parallel learning, digital twins, metaverses,
automated driving, knowledge transfer.

I. INTRODUCTION

DRIVING systems are typical complex and uncertain sys-
tems based on cyber-physical-social systems (CPSS) [1],

[2]. At the holistic level, traffic participants are continually
entering and leaving, while at the individual level, driving behav-
ior, personalities, and moods are always shifting. What’s more,
driving systems are huge, with a high decision dimension, a
large number of participants, and a vast volume of data. Last
but not least, the driving system is uncertain, especially in light
of potential behavior the drivers may have [3]. As a result,
there are still numerous difficulties and obstacles associated with
the intelligent management and control of complex systems,
particularly driving systems.

Overall, the overarching objective of intelligent driving sys-
tems is to replace biological humans with intelligent agents in
order to accomplish safety, security, sustainability, sensitivity,
service, and smartness (6S) [4]. However, there are still several
important issues with the practical implementation of smart
driving technologies, including not robustness [5], [6], [7], [8],
inefficiency [9], [10], [11], and high energy consumption [12],
[13]. Intelligent vehicles that are not robust exhibit significant
weaknesses when they encounter long-tail problems [14], [15].
In addition to failing to cut carbon emissions, inefficient in-
telligent vehicles exacerbate environmental harm and wasteful
consumption. These are all important practical concerns that
need to be addressed urgently in current intelligent driving
systems.

In general, parallel intelligence [16], [17], [18], [19] can
be applied to develop intelligence in complex systems and is
more capable of solving the above-mentioned problems en-
countered in driving systems. Parallel intelligence investigates
data-driven descriptive intelligence, experiment-driven predic-
tive intelligence, and prescriptive intelligence with interactive
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feedback with a focus on CPSS, which are “human-in-the-loop”
systems with high social and engineering complexity. Parallel
intelligence provides agile, emergent, and convergent solutions
for variable, diverse, and complex problems, which is based on
artificial systems, computational experiments, and parallel exe-
cution(ACP) [20], [21], [22], [23]. The ACP method integrates
information, psychology, simulation, and decision making in a
computable, testable, and assessable fashion, offering fresh per-
spectives and approaches to study the control and management
of complex systems, which is an important basic theory in the
era of parallel intelligence. More than a dozen research areas,
including parallel driving [24], [25], parallel traffic [26], [27],
parallel control [28], [29], parallel vision [30], [31], [32], [33],
and defense security [34], have benefited significantly from the
ACP method.

ACP method and parallel intelligence are essential to achiev-
ing the primary goal of intelligent driving systems, which is to
utilize well-trained agents rather than people in order to control
and manage vehicles to meet users’ needs. The term “meet users’
needs” is to experiment and evaluate well-trained agents by
setting task goals and certain test conditions in order to make the
agents evolve and meet users’ needs finally. Among all, a). What
test tasks and conditions are appropriate? b). How and in which
direction does the development evolve? c). When is it said to
meet users’ needs? The three key issues, W2H of testing, must
also be addressed during the investigation and assessment of
intelligent driving systems. And the term “well-trained” refers
to learning and training under the direction of data, expert
knowledge, other agents, and even themselves, with the goal
of helping the target agents develop fundamental driving skills.
Likewise, a). What is specifically chosen as guidance? b). How
should the guidance be delivered? and c). When&Where should
coaching take place to ensure its efficacy? The three key issues,
W2H of training, must be addressed throughout the instruction
and study of intelligent driving systems.

In response to the primary goal of intelligent driving systems,
parallel driving [24], [35] is dedicated to solving the problem
of how to replace human drivers with well-trained intelligent
agents reliably and efficiently. Physical vehicles, descriptive
virtual vehicles, predictive virtual vehicles, and prescriptive
virtual vehicles were proposed as digital quadruplets [25] in
parallel driving. These vehicles interact with one another to
enable operation management, online condition monitoring, and
emergency takeover for autonomous driving. At the same time,
the three virtual vehicles act as the three “guardian angels” of
the physical vehicle in various ways. The descriptive vehicle is
responsible for building an accurate model of the real vehicle
and the road environment, the predictive vehicle aims to make
the correct arithmetic and analysis of the decision making and
planning of the descriptive vehicle, and the prescriptive vehicle
aims to guide the real vehicle to take the correct action in dif-
ferent driving scenarios. This makes genuine intelligent driving
systems safer, more effective, and more dependable and helps
to accomplish 6S eventually.

Parallel testing [36], [37] explores and expands the boundary
capabilities of parallel driving systems to continuously meet
users’ demands, which is one of the elements in the primary

goal of intelligent driving systems. Specifically, users’ require-
ments may be continuously adjusted at small scales and slowly
enhanced at large scales. For the W2H issues involved in the
experimentation and evaluation of complex intelligent driving
systems, parallel testing suggests a virtual-real interactive ve-
hicle intelligence evaluation and expansion strategy. The par-
allel test builds a human-in-the-loop intelligence test model by
combining the benefits of both human experts and computer
systems. This allows the driving system to have the cognitive
mechanism to automatically upgrade itself under the guidance
of human experts. It also introduces adversarial learning models
to automatically generate new tasks, which can present complex
and dynamic traffic scenarios and prompt the trained intelligent
vehicles to further improve their abilities and meet users’ needs.

The aforementioned parallel testing and parallel driving meth-
ods mainly tackle the problems of making intelligent driving sys-
tems suit users’ needs and how to replace people with intelligent
agents in such systems, respectively. However, the sophistication
of the underlying intelligent technology in the intelligent driving
system has a significant impact on the intelligence level of
the system. Therefore, it is necessary and urgent to start with
the training of intelligent agents and enhance the fundamental
intelligence capabilities of the intelligent driving system in
order to considerably raise the intelligence level of the driving
system.

In this paper, we propose the projection-emergence-
convergence-operation (PECO) ring of parallel driving as well
as a new theoretical framework and practical method of parallel
training, for the W2H problems encountered in the learning
and training process of parallel driving systems. PECO builds a
circular bridge between digital quadruplets in parallel driving.
Furthermore, digital quadruplets in parallel training based on
the ACP method and parallel intelligence are developed along
with PECO, so that intelligent systems can learn and master
foundational intelligent technologies to achieve cognitive intel-
ligence, cryto intelligence, social intelligence, parallel intelli-
gence, federated intelligence and ecological intelligence (6I).
Specifically, the digital quadruplets in parallel training include
physical coaches, descriptive coaches, predictive coaches, and
prescriptive coaches. The intelligence of the parallel driving
system is improved by parallel training with the digital coach
quadruplets. The main developments in parallel training are
briefly outlined here.
� PECO of parallel driving is proposed to describe the rec-

ommended operational flow of intelligent driving systems.
Also, it builds connections between parallel driving, par-
allel training, and parallel testing.

� Digital quadruplets in parallel training which include phys-
ical, descriptive, predictive, and prescriptive coaches are
introduced to solve the W2H problems of training.

� By designing the parallel training methods for intelligent
driving systems, the virtual and real driving spaces are
parallel overall and partially interactive. The two driving
spaces develop separately but are not completely isolated.
They interact at the level of virtual and real entities.

The rest of this essay is structured as follows. We summarize
and introduce related work in the following section. And Section
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III is about the PECO for parallel driving. Then, the framework
of parallel training with digital quadruplets is shown in Sec-
tion IV. In Section V, the specific method for parallel training is
proposed. Finally, the conclusion and future work are presented
in VI.

II. RELATED WORK

In this section, the existing work related to parallel learn-
ing and parallel execution is first presented, and the essential
concepts of these approaches are frequently employed in frame-
works and procedures of parallel training. Next, we demonstrate
digital twins (DT) and metaverses utilized in the projection
and emergence processes, as well as parallel recommendation
widely used in the emergence and convergence processes. Fi-
nally, the ultimate goal of parallel training can be accomplished
by introducing scenarios engineering in the development of
trustworthy AI techniques.

A. Parallel Learning & Parallel Execution

Parallel learning [38] also originates from the ACP method,
and it is a new theoretical framework for machine learning. By
successfully addressing data shortage, information exchange,
and action selection that are not well solved by traditional ma-
chine learning theories, it has garnered more and more attention
from researchers in a variety of domains. The parallel learning
framework comprises three components known as descriptive
learning, predictive learning, and prescriptive learning. At the
same time, three unique and cutting-edge learning methodolo-
gies are featured in parallel learning. a). Big data pre-processing
methods by software-defined artificial systems are included. b).
Data learning, which comprises ensemble learning and predic-
tive learning, is employed. c). Data-action-guided prescriptive
learning based on Merton’s law is used. Nowadays, parallel
learning has been applied to a variety of machine learning and
intelligence tasks [39], and the digital quadruplets in parallel
training are also closely related to the three learning methods in
parallel learning.

Parallel execution [40], [41] is presented as an important part
of the ACP. In most of the previous work, it has always been
introduced as one of the most important methods to achieve
parallel intelligence [19]. The specific approach of parallel
execution is different in different application scenarios and
methodologies. But in general, parallel execution is the effective
control and management of the operation of complex systems
through the interaction between actual and artificial systems. In
this paper, we apply the fundamental concepts and theories of
parallel execution to the parallel operations of virtual and real
systems as well as the interaction between virtual and real entries
throughout the parallel training process.

B. Digital Twins & Metaverses

Both digital twins [42], [43], [44] and metaverses [45], [46],
[47] are hot research topics recently. The mirror space model,
then known as the digital twins, was initially taught by Professor
Grieves [48] in a product lifecycle management seminar at the

University of Michigan. It is the process of realistically mapping
all components over the whole lifecycle utilizing physical data,
virtual data, and data on how those components interact with
one another. The concept of metaverses, on the other hand,
originates from science fiction, and there has been no accepted
precise definition yet. However, metaverses can be roughly
viewed as a collection of virtual worlds and a progression of
digital twins. It simultaneously integrates the virtual reality [49],
communication technologies [50], web3.0 [51], artificial intel-
ligence (AI) [52], [53], cloud computing [54], Big Data [55],
blockchain [56], [57], [58] and other new technologies as a
virtual-reality social form and Internet application. It is possible
to think of the connection between the metaverses and the
physical world as a fusion of virtuality and reality. In terms of
space and time, metaverses are virtual in the spatial dimension,
but real in the temporal dimension.

Nowadays, digital twins and metaverses have been widely
studied and applied in several scenarios. Digital twins have
more developed applications, particularly in the areas of product
design [59], industrial production [60], logistics and distribu-
tion [61], and equipment maintenance & management [62], [63].
Although scientific study on the metaverses is still in its early
stage, multiple studies [64], [65], [66], [67] have indicated that it
can outperform the digital twins in a wide range of areas thanks
to its stronger capabilities and more sophisticated technologies.
In the paper, the projection of the real driving space to the virtual
driving space, as well as the prediction and emergence of virtual
driving, is inseparable from the technologies related to digital
twins and metaverses.

C. Parallel Recommendation

Recommendation systems (RS) have been widely applied in
e-commerce, personalized advertising, and other applications.
Since intelligent recommendation demands for intelligent trans-
portation systems are numerous, Jin et al. [68] suggested a paral-
lel recommendation approach and used it to make an intelligent
traffic signal recommendation. The system has been deployed
for a longer period of time in a practical application in Hangzhou,
China, and has achieved a good performance. Additionally, a
parallel recommendation engine called PRECOM [69], [70] is
suggested for traffic control operations to reduce clogged roads
in urban regions. An artificial system model, a computational ex-
perimentation module, and a parallel execution module make up
the system’s three conceptual parts. A graph model-based can-
didate generator [71], a spatio-temporal ranker, and a contextual
re-ranker are also developed as three fundamental algorithmic
processes. In addition, parallel recommendation systems have
proven to be effective in supporting current human-in-the-loop
control schemes in the practice of traffic control, operations, and
management.

In parallel training, the parallel recommendation approach
for intelligent transportation systems is generalized and applied
to the convergence process following the emergence of driving
strategies and traffic scenarios in virtual driving space for intel-
ligent vehicles.
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D. Scenarios Engineering

Rapidly evolving artificial intelligence techniques produce
highly accurate outcomes at the sacrifice of reliability and
interpretability. However, this is prone to bring about nega-
tive outcomes, a decline in confidence, and even catastrophic
hazards. In order to create more reliable and trustworthy AI,
a theoretical framework for scenarios engineering [4], [72] is
presented. It includes six key dimensions, including intelligence
and indices (I&I), calibration and certification (C&C), and ver-
ification and validation (V&V) [73], and it also addresses the
issues of trust and reliability in future research directions and
practical applications.

Similar to most intelligent systems, the ultimate goal of par-
allel driving systems is to make them reliably and efficiently
intelligent. Even, driving systems have a more stringent need for
safety and trust than general intelligent systems [74]. Therefore,
the ultimate goal of parallel driving needs to be scientifically
set and accurately achieved through scenarios engineering in
parallel training.

III. PECO FOR PARALLEL DRIVING

The status of the vehicle, the surrounding environment, and
other traffic participants are the three key elements that need
to be considered and attended to at all times throughout a
human driver’s real driving process. Similarly, intelligent driving
systems also need to consider all three in unison [75]. In parallel
driving systems, the three key elements are projected into the
virtual driving space by descriptive intelligence. Predictive in-
telligence is then used to forecast the surrounding environment,
potential changes in other traffic participants, and potential
aftereffects of this vehicle’s future actions. Finally, prescriptive
intelligence is used to the physical vehicle intelligently while
transitioning into the following cycle. The PECO loop’s fun-
damental procedure is presented above. And in what follows,
the components of PECO and its relationship with the digital
quadruplets in parallel driving are described in detail.

A. Components of PECO

As shown in the Fig. 1, PECO is built on both virtual and
real driving spaces, and it creates a bridge between the two
spaces. Specifically, the four components that make up PECO
are projection, emergence, convergence, and operation. They
create a flawless closed loop, which is a sophisticated procedure
exclusive to parallel driving.

1) Projection: Numerous pieces of crucial driving informa-
tion from the real driving space, such as driving behavior and the
surrounding environment, are projected into the virtual driving
space. The projection can be broadly classified into physical
information projection and social information projection. Phys-
ical information primarily refers to the physical condition of the
vehicles, the surrounding physical environment, etc., whereas
social information primarily refers to the psychological state
of the driver or even the passenger, the driving behavior of
other traffic participants, etc. The acquisition of physical in-
formation in the real driving space can be accomplished easily

Fig. 1. The four stages of PECO: Projection, emergence, convergence, and
operation.

through a variety of sensors such as cameras and radars. On the
other hand, gathering social information is more challenging
because it cannot be measured directly by traditional sensors.
The general solution is to obtain social information indirectly
by analyzing physical information over a period of time. The
information-gathering process described above is the first stage
of projection. Obviously, the next step is to project the gathered
physical and social information from the real driving space to
the virtual driving space with various advanced technologies
such as game engines [21], [76], [77], [78], digital twins, and
metaverses.

2) Emergence: Following the projection of driving informa-
tion into the virtual driving space, the driving information that
has already been obtained is first summarized and analyzed
in detail. In the meantime, prospective scenarios are predicted
in accordance with the stated task criteria during the emer-
gence stage, and numerous options and outcomes’ derivation
are presented for each scenario. The prediction and simula-
tion of possible prospective scenarios in virtual driving space
based on the mapped driving information and the ongoing or
possible tasks are the basis of emergence. Automatic design,
generation, and rapid simulation of various possible scenarios
can be achieved, based on technologies such as deep learning,
reinforcement learning, and digital twins. The outcomes of these
countermeasures can then be inferred and anticipated in the
virtual driving environment based on the numerous prospective
scenarios.

3) Convergence: Many potential outcomes and solutions
will emerge in the virtual driving area during the emergence
stage. The major issue to be resolved in the convergence stage is
whether each potential scenario is actually plausible in the real
driving spaces and which one or ones among all of the solutions
are best suited for a particular circumstance. The assessment
of each prospective scenario’s plausibility and the necessity
for resolution require expert knowledge from the real driving
space. Even though the likelihood is remote, some potential
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Fig. 2. Circular flow of digital quadruplets in parallel driving with the supervision of PECO.

outcomes merit careful consideration, while those that defy
the rules of physics or go beyond our cognition can be easily
discarded to prevent meaningless attrition. After screening the
potential scenarios that need to be addressed, several solutions
may be proposed for each scenario, which also need to be further
screened for the optimal solution and then recommended for
the real driving spaces. A crucial role is played by advanced
recommendation models based on deep learning, knowledge
graph, and reinforcement learning when combining scene in-
formation with inference results to suggest the best control
strategy.

4) Operation: In contrast to the projection process, in the op-
eration stage, the control policies recommended after emergence
and convergence in the virtual driving space are synchronized
to the real driving space for the ultimate implementation of
intelligent driving. This is the last and most critical step in
a PECO cycle, and it is strongly related to the final smooth
operation of vehicles under the control of intelligent agents.
Also, the accuracy of the execution determines the initial state of
the next PECO cycle. Inaccurate executions of a large magnitude
may not be reversible; however, inaccurate executions of a subtle
magnitude can be effectively corrected after multiple PECO
cycles.

B. PECO and Digital Quadruplets in Parallel Driving

PECO establishes smooth conversions among the digital
quadruplets in parallel driving. Parallel driving, as illustrated
in the Fig. 2, can improve the original “real-time occurrence,
lagging solution” to “not yet occurring, advance planning” by
diverging, computing, extrapolating, and preplanning in the
virtual driving spaces.

First, the descriptive vehicles are initially formed by the
physical vehicles in a physically driven manner during the
projection process. Then, the predictive vehicle created in
the emergence stages operates in two ways. For the pre-planned
tasks and rules, solution programs are constructed through the

fast pipeline, and for unforeseen accidents and exceptions, pre-
plans are first formed through the advanced pipeline, and then
specific programs are created by combining the information ob-
tained from the projection in the physical world if they actually
occur. Finally, the control strategies, which are acquired by the
emergence and convergence in the virtual driving spaces, are
then implemented in the physical vehicles by the prescriptive
vehicles in a cyber-driven manner.

IV. DIGITAL QUADRUPLETS IN PARALLEL TRAINING

Similar to parallel driving, parallel training also involves digi-
tal quadruplets, namely descriptive coaches, predictive coaches,
prescriptive coaches, and physical coaches. These coaches play
crucial roles in the four phases of the PECO loop: projection,
emergence, convergence, and operation, respectively. In the
meantime, the PECO loop, as depicted in the Fig. 3, not only
establishes the connection between parallel driving and parallel
training but also permits the seamless integration of parallel
testing into it. In simple terms, parallel testing is accountable for
identifying the weaknesses in each PECO phase and determining
whether the management and control of the physical vehicles
have been successful in achieving anticipated goals following
the operation phase. For the inappropriate description, the phys-
ical vehicles need to be re-projected to create the description
vehicle. To get the most thorough coverage of the potential
situations for the incomplete prediction, the predictive vehicles
and the potential situations must be re-emerged. For scenarios
that have been forecasted in the emergence phase but inaccurate
prescriptions in the convergence phase, the prescriptive vehicles
and recommended solutions need to be re-converged to produce
more accurate suggestions and guidance. As mentioned previ-
ously, PECO is not only closely related to parallel testing but
there is also a direct connection with parallel driving. Similarly,
parallel training is also closely related to PECO and parallel
driving, and its framework, i.e., digital quadruplets in parallel
training and how they correspond to solving the W2H problems
of training, are described below in detail.
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Fig. 3. Digital quadruplets in parallel training: Descriptive coaches, predictive coaches, prescriptive coaches, and physical coaches.

A. Descriptive Coaches

In the process of constructing the virtual driving spaces
through the real driving spaces, descriptive vehicles are built in
the virtual spaces by collecting data from the real spaces through
various types of sensors and knowledge from human drivers
through the knowledge graph. A major challenge for intelligent
driving systems is to decide which guidance to employ within
the vast amount of data and expertise. In this instance, the de-
scriptive coaches participate in the training process as integrated
instructors, addressing the issue of what is specifically chosen
as guidance in the projection stage. The description coaches
gather all types of information from physicspace to create a basic
data and knowledge base. Then they clean up and analyze the
vast amount of data and knowledge, weed out the unimportant
information, and extract the important information. Eventually,
the filtered information can be used as a more advanced version
of data and knowledge base for the descriptive coaches to guide
the projection process more efficiently.

B. Predictive Coaches

With the assistance and guidance of the predictive coaches,
the predictive vehicles in the virtual driving spaces can make
judgments in advance about the possible development direction
of vehicles and the next situation to be encountered in the real
driving space, while generating corresponding control strategies
and extrapolating control results for the judgments. Predictive
coaches address the issue of how the guidance should should
be delivered in the emergence stage. Specifically, each potential
scenario obtained during prediction does not exist independently
but is closely related to the corresponding tasks or accidents. This
is a vital assurance that guidance to the real driving spaces can
be provided by the numerous potential scenarios formed during
the emergence phase. Predictive coaches play significant roles
in this process. As they are able to use the current target tasks or

unforeseen accidents as the primary driving factor to compre-
hensively design potential scenarios that satisfy real needs under
specific probability distribution criteria. Furthermore, they are
able to identify whether they are faced with a task that they
are already proficient at or an accident that they have not yet
handled. They can then instruct the predictive vehicles to adopt
various prediction and emergence strategies for different types
of situations.

C. Prescriptive Coaches

One of the basic concepts of parallel intelligence is virtual
guidance. The training procedure for each of the fundamental
intelligent abilities of the vehicles is guided by prescriptive
coaches, which provide planned, step-by-step, targeted advice at
each stage. This can address the issue of effective coaching, i.e.,
when and where to coach to ensure effectiveness. Specifically,
the multiple findings that are predicted and deduced throughout
the emergence process must also be further converged and
filtered before the optimal control policy is applied to the phys-
ical vehicles via prescriptive vehicles in accordance with the
current scenarios and tasks. The convergence process entails the
employment of sophisticated recommendation algorithms that
combine current scenario data and task goals to prescribe the
proper control policy at the proper time and location to ensure
the effectiveness of intelligent vehicle control. The development
of effective recommendation algorithms requires the assistance
of a prescriptive coach which can combine data from real driving
spaces with information about the target tasks or unforeseen
accidents to produce the best recommendations. At the same
time, the parallel coaches also instruct the vehicle to distinguish
between task-specific programs and accident-specific preplans
obtained in the virtual driving space. Programs that can be
handled quickly are passed directly to the physical vehicle,
while preplans that require further analysis and calculation are
re-iterated in more loops of virtual driving spaces.
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Fig. 4. Procedure of parallel training in parallel intelligent driving systems: Independence on a global scale and interaction on a local scale.

D. Physical Coaches

The effective control of physical vehicles by intelligent
agents is the ultimate goal of parallel driving systems. Nu-
merous sensors that are built into the physical vehicles are
capable of gathering different types of data from real driving
systems and serve as the foundation for building virtual driving
systems. At the same time, the physical vehicles are also the
primary recipients of various types of feedback and guidance
from the virtual systems. During the operational phase, the
best control strategies discovered through calculations in the
virtual driving spaces are applied in the physical vehicles of real
driving spaces. Although this process has undergone extensive
testing and experimentation in virtual driving spaces, there are
still certain risks associated with its direct application. The
presence of physical coaches offers additional protection for
safe driving while ensuring the implementation of the suggested
driving strategies. The physical coaches first receive guidance
information from cyberspace, while combining the current state
of the physical vehicles and the surrounding environment to form
an efficient limiter that meets the basic perception of the human
drivers. In order to further lessen the safety issues brought on
by the differences between the virtual driving spaces and the
real driving spaces, the limiter is capable of imposing some
straightforward, but very necessary limitations on the execution
techniques to be applied by the physical vehicles.

V. PROCEDURE OF PARALLEL TRAINING

The generation of virtual entities in parallel driving systems
and the dynamic interaction between virtual and real entities are
the primary objectives of the parallel training procedure. Guided
by the digital quadruplets of parallel training, three virtual
entities of the parallel driving system, descriptive vehicles, pre-
dictive vehicles, and prescriptive vehicles are constructed with
reference to the real entities of the intelligent driving system.
Eventually, it is also with the aid of parallel training quadruplets,
precise guidance to real entities can be accomplished. This is the
specific procedure of parallel training in parallel driving.

As shown in the Fig. 4, the entities in the parallel driving
systems mainly include scenarios, vehicles, drivers, other traffic
participants, etc. And the virtual entities are description, predic-
tion, and prescription. There are no more details to add to the
above-detailed description of the specific roles played by each
type of virtual entity. However, building virtual entities through
real entities does not have a one-to-one correspondence and thus
requires the deep involvement of parallel training quadruplets.
Parallel training integrates the information collected from var-
ious real entities in the real driving spaces and passes it to the
virtual entities in the virtual driving spaces separately, which is
used to accurately construct the three types of virtual entities.

After the construction of the virtual and actual entities of
parallel driving, the crucial significance of parallel training in the
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operation of intelligent systems can be summed up in terms of
independence on a global scale and interaction on a local scale.
Global-scale independence means that rather than completely
modeling and reproducing the real driving systems, the virtual
driving systems evolve independently and concurrently with
it. This is excellent for broadening the range and likelihood
of emergence in virtual driving spaces. In real driving spaces,
the vehicles are controlled by human drivers or existing intelli-
gence agents, producing some data, experience, and knowledge
in the process. In the virtual driving spaces, the description,
prediction, and prescription entities interact with one another
continuously. Virtual intelligent driving systems are rapidly
iterated and evolved through large-scale prediction experiments,
inference evolution, and convergence verification, producing a
vast amount of data, a wealth of experience, and trustworthy
knowledge.

Local-scale interaction describes the frequent interaction be-
tween the entities in the virtual and real driving areas. On the
one hand, to gain control over the actual driving system, various
entities in the real system receive massive amounts of data
and experience that are transferred to them selectively by the
description, prediction, and prescription entities in the virtual
systems. On the other hand, the virtual entities in the virtual
driving spaces share the current state with the real entities in
order to make the necessary corrections to prevent the violation
of fundamental cognitive and physical laws.

Overall, by integrating digital quadruplets in parallel training
into intelligent driving systems, virtual and real driving systems
contribute to each other and develop & evolve simultaneously.
Parallel training specifically aids in achieving the 6S of the
intelligent driving systems by enhancing the six fundamental
intelligence capacities of the driving systems, namely cognitive
intelligence, cryto intelligence, social intelligence, parallel in-
telligence, federated intelligence, and ecological intelligence.

VI. CONCLUSION

The employment of parallel training methods to enhance
fundamental intelligence capabilities of intelligent driving is a
vital solution to the issue of how to train parallel driving systems
effectively to considerably improve the intelligence of driving
systems. We first describe the fundamental flow of parallel
driving, known as the PECO loop briefly. Second, this study
suggests a digital quadruplet framework for parallel training
based on the ACP method that consists of physical coaches, de-
scriptive coaches, predictive coaches, and prescriptive coaches.
Meanwhile, the procedure of parallel training which emphasizes
global-scale independence and local-scale interaction is also put
forth.

The intelligent driving systems obtained through parallel
training will definitely be greatly enhanced in terms of intelli-
gence, efficiency, and safety. It is a good example that the training
framework named Agent Manually via Evaluative Reinforce-
ment (TAMER) [79] has been maturely applied in ChatGPT [80]
and attracted wide attention. TAMER can take the knowledge
of human markers and train agents in the form of rewarding
feedback to speed up its convergence, which is also the focus

emphasized in prescriptive coaches and closed-loop feedback of
parallel training.

In the future, a variety of well-trained foundational intelligent
technologies will be integrated together through the foundation
models [81], [82] to create digital humans [83], [84] in intel-
ligent vehicles. The digital humans can indirectly implement
hardware-level activities by actually mobilizing the various do-
main controllers in the vehicle [85], while the human passenger
simply needs to deliver general task commands without partic-
ular instructions. This will be the ultimate form of autonomous
driving.
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