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ABSTRACT
The advances in financial theory and power of computer technol-
ogy have driven the development of quantitative investing. Stock
trend forecasting as an important topic in quantitative investment
has attracted more and more researchers. The development of deep
learning has also led to the emergence of many interesting models
in the field. However, most of the existing models only use daily
frequency data to predict the stock price fluctuations, lacking the
consideration of high-frequency data and relational data. At the
same time, it remains a challenge to incorporate multi-granularity
data into model training. Based on this, we propose a contrastive
pre-training model fusing high frequency data and daily frequency
data(HRC), which construct pre-training tasks with a positive and
negative sample design in terms of data granularity and stock re-
lationships. In addition to this, we also constructed a label-based
training task using the performance of returns to classify stocks.
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The experiments on real-world stock dataset show significant im-
provements of our approach over the baselines.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; • In-
formation systems→ Data mining.
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1 INTRODUCTION
Quantitative investment is an investment model based on a large
amount of historical data and quantitative modeling for the purpose
of obtaining stable returns[5]. With the improvement of people’s
living standard, people’s investment style is also changing dramat-
ically, and more and more people start to pay attention to and
participate in the stock market investment[9, 12, 21]. The stock
market is affected by many factors and the price is unpredictable.
The study of stock price prediction is of great value, so the predic-
tion of stock price has been a difficult problem for stockholders
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and scholars to explore relentlessly since the birth of the stock
market[2, 14, 17].

In recent years, with the integration of artificial intelligence
technology and financial investment business, deep learning has
unique advantages in data feature screening and analysis[10]. The
application of deep learning not only reduces the difficulty of stock
trend analysis and forecasting, but also introduces new technical
solutions and ideas for investors[4, 20, 22]. TRA[13] utilizes the
optimal transportation planning as a shunt method, which mine
different types of stock trading patterns and get more accurate pre-
dictions. HIST[23] puts forward a residual graph neural network
model, which explores the potential relationship between stocks to
make up for the deficiency of the explicit relationship. Co-CPC[18]
integrates macroeconomic variables into model training so as to re-
duce the uncertainty of model prediction and make the model more
robust. Wang et al.[19] design a hierarchical temporal relational
network, which not only mine the multi-scale time information, but
also construct the adaptive relation matrix from the point of view of
space. There are also some models that enrich data by integrating
data from different sources, such as event data[24], fund position
data[3, 11], etc.

In the financial field, high-frequency data often contain richer
and more detailed information. However, many existing models
tend to rely only on daily-frequency volume and price data to com-
plete forecasts of future price fluctuations, lacking consideration of
high-frequency data and relational data. When considering fusion
of multi-granularity data, problems associated with cross-frequency
processing and high noise can arise. Therefore we need to explore
how to maximize the information gain instead of introducing inter-
ference and fluctuations. Contrast learning offers the possibility of
achieving this goal. CMLF[7]attempts to effectively integrate high-
frequency data by means of comparative learning and achieves
a good result improvement. Similar work has been done in other
areas, TCL[16] also using comparative learning to accomplish ef-
fective utilization of videos at different speeds. The advantage of
contrast learning is that it can take advantage of the dependencies
between data to construct training targets that capture the essence
of data features and mine information most efficiently. Based on
this, we consider the design of contrastive learning from three dif-
ferent perspectives and construct three contrastive loss functions
in terms of data granularity, stock relationships, and trend changes.

We incorporate them into the model training by pre-training.
We first used the contrastive loss function for training to obtain
effective encoders of different fine-grained data. Then we add a
prediction module to integrate information of different frequen-
cies for prediction, and fine-tuned it through supervised training.
Experiments on the real-world dataset of China’s A-share market
show that our model can achieve excellent performance. And the
effectiveness of the contrastive pretraining is proved again through
the backtest experiment

To sum up, the main contributions of this work are summarized
as follows:

• HRCmodel is proposed. It not only considers daily frequency
data, but also incorporates high frequency data and rela-
tional data into themodel training, enriching the information
source.

• The model considers the design of contrastive pretraining
from three different perspectives and construct three con-
trastive loss functions in terms of data granularity, stock
relationships and trend changes.

• The experiments on the real stock market dataset demon-
strate that HRC achieves best performance than most of
baselines and achieves excellent benefits in the backtest ex-
periment.

The rest of the paper is organized as follows. In Section 2, we
introduce the details of HRC. Then, we show the contents of the
experiments and analyze the results in Section 3. Finally, in Section
4, we summarize the main content of the paper.

2 THE PROPOSED METHOD: HRC
In this section, we introduce the proposed framework: HRC. The
overall structure of the model is shown in Figure 1. The whole
model can be divided into two stages. In the first stage, we carry out
pre-training through contrastive learning to complete the training
of data feature encoders. We have designed three training tasks,
and the details will be carried out later. In the second stage, we
fine-tune the model parameters through supervised learning to
complete stock trend prediction.

2.1 Notations and Problems Statement
In this paper, we use 𝑋 𝑡

𝑑
∈ 𝑅𝑁×𝐶 and 𝑋 𝑡𝑚 ∈ 𝑅𝑁×𝐾×𝐶 to repre-

sent the stock daily frequency features and stock high frequency
features respectively, where 𝐶 denotes the numbers of attribute
features,𝐾 denotes the K time periods in a trading day and t denotes
the time step. Let 𝐺 = (𝑉 , 𝐸, 𝑅) denotes a spatial network, where
𝑉 = {𝑠1, 𝑠2, ..., 𝑠𝑁 } is the set of vertices, 𝑅 denotes the set of stock
relations, 𝑒𝑟

𝑖 𝑗
∈ 𝐸 denotes the correlated intensity between 𝑠𝑖 and

𝑠 𝑗 w.r.t. the 𝑟𝑡ℎ-type relation.
The problem of stock trend forecasting can be described as:

learning a mapping function which maps the historical network
series (𝑋 𝑖

𝑑
, 𝑋 𝑖𝑚,𝐺, 𝑖 ∈ [𝑡 −𝑇 + 1, 𝑡]) into the future stock return rate

𝑌 𝑡+1 ∈ 𝑅𝑁×1

2.2 Feature Encoder
We use the time series model(𝑒.𝑔.,𝐺𝑅𝑈 ) to obtain the representa-
tion of the input time series features. Specially, for high frequency
representation, we nest two-tier time series model, first input the
timing features of the same trading day into the first-tier model,
and then transfer the output to the second-tier model, so as to get
the final embedding. For ease of description, we next use 𝐻𝑑 and
𝐻𝑚 to denote the embedding of daily frequency features and high
frequency features, respectively.

2.3 Temporal Contrastive Learning
In this section, we present the design of temporal contrastive task.

Although there is a time fine-grained difference between the
daily frequency feature and the high frequency feature, they both
depict the changes of a certain period of time series of stocks. So the
temporal contrastive task is designed to match the daily frequency
representation with the high frequency representation. The high
frequency representation and daily frequency representation of
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Figure 1: The Framework of the contrastive pre-training model HRC.

the same time step form a positive sample pair, while those with
different time steps are regarded as a negative sample pair. The task
of this paper in temporal contrast learning is shown in Formula 1.

L𝑡 (𝐻 𝑖𝑑,𝑡 , 𝐻
𝑖
𝑚,𝑡 ) = −𝑙𝑜𝑔

ℎ(𝐻 𝑖
𝑑,𝑡
, 𝐻 𝑖𝑚,𝑡 )

ℎ(𝐻 𝑖
𝑑,𝑡
, 𝐻 𝑖𝑚,𝑡 ) +

∑
𝑝∈{𝑚,𝑑 }
𝑘∈𝑆,𝑞≠𝑡

ℎ(𝐻 𝑖
𝑑,𝑡
, 𝐻𝑘𝑝,𝑞) (1)

where ℎ(𝑢, 𝑣) = 𝑒𝑥𝑝 ( 𝑢𝑇 𝑣
∥𝑢 ∥2 ∥𝑣 ∥2 ) is the exponential of cosine similar-

ity measure.

2.4 Spatial Contrastive Learning
we will introduce how to use construct positive sample pair and
negative sample pair through stock relationship data. In real world,
it is unreasonable to predict the stock as an independent individual.
There are all kinds of relationships between stocks, which influence
each other.

In this paper, we consider the industry relationship and fund
position relationship to construct a positive sample pair. To put it
simply, if two stocks belong to the same industry, they are posi-
tive sample pairs, otherwise they are negative sample pairs. After
classifying the stocks by industry, we average the embedding of
stocks belonging to the same class as the embedding expression for
that industry. In the construction of contrastive loss function, as
shown in Figure 2, we regard the expression of the same industry
in different frequency data as a positive sample pair in terms of
industry.

We use 𝑅ℎ,𝑑 and 𝑅ℎ,𝑚 to denote industry embedding of daily
frequency features and high respectively. Based on the industry
relationship, we can build the loss function as follows:

Lℎ (𝑅𝑖ℎ,𝑑 , 𝑅
𝑖
ℎ,𝑚

) = −𝑙𝑜𝑔
ℎ(𝑅𝑖

ℎ,𝑑
, 𝑅𝑖
ℎ,𝑚

)

ℎ(𝑅𝑖
ℎ,𝑑
, 𝑅𝑖
ℎ,𝑚

) + ∑
𝑝∈{𝑚,𝑑 }
𝑘≠𝑖

ℎ(𝑅𝑖
ℎ,𝑑
, 𝑅𝑘
ℎ,𝑝

)
(2)

In addition to industry relationships, there are other types of
relationships that can also be used to help us mine more effective
information from a spatial perspective. In this paper, we add the
positive and negative sample pairs on the fund position relation-
ship. We have a similar approach to fund positions relationship. So
the formula for calculating the spatial contrast loss function is as
follows:

L𝑟 (𝑅𝑖𝑟,𝑑 , 𝑅
𝑖
𝑟,𝑚) = 𝛾ℎ ∗ Lℎ (𝑅𝑖ℎ,𝑑 , 𝑅

𝑖
ℎ,𝑚

) + 𝛾𝑓 ∗ L𝑓 (𝑅𝑖𝑓 ,𝑑 , 𝑅
𝑖
𝑓 ,𝑚

) (3)

2.5 Trending Contrastive Learning
In addition to temporal contrastive loss and spatial contrastive loss,
we also use labels to construct positive and negative sample pairs.
We divide the sample into three category by the yield range: rising,
falling and unchanged. Take the rising category as an example.

𝐵𝑟
𝑑
(𝐻𝑑 ) =

1
𝑁

∑︁
𝑦𝑖>𝑐

𝐻 𝑖
𝑑

(4)

𝐵𝑟𝑚 (𝐻𝑚) = 1
𝑁

∑︁
𝑦𝑖>𝑐

𝐻 𝑖𝑚 (5)

positive negative

negative

negative

. . .

. . .

High
frequency

Industy 2 Industy 3Industy 1 . . .

Daily
frequency

Figure 2: Spatial contrastive loss over industry



ICMLC 2023, February 17–20, 2023, Zhuhai, China Haonan Xu, et al.

where N represents the number of samples that meet the conditions
and c is the hyperparameter for the interval.

In the same way, we can calculate falling categories and constant
categories. So we construct the trending contrastive loss.

L𝑏 (𝐵𝑖𝑑 , 𝐵
𝑖
𝑚) = −𝑙𝑜𝑔

ℎ(𝐵𝑖
𝑑
, 𝐵𝑖𝑚)

ℎ(𝐵𝑖
𝑑
, 𝐵𝑖𝑚) + ∑

𝑝∈{𝑚,𝑑 }
𝑘≠𝑖

ℎ(𝐵𝑖
𝑑
, 𝐵𝑖𝑝 )

(6)

2.6 Pretraining and Finetuning
We divide the training process of the model into two parts, the
pretraining part and the fine-tuning part. In the pre-training part,
we adopt the following loss function:

L = L𝑠𝑢𝑝 + 𝛼𝑡 ∗ L𝑡 + 𝛼𝑟 ∗ L𝑟 + 𝛼𝑏 ∗ L𝑏 (7)
whereL𝑠𝑢𝑝 represents the mean square error loss function of the

supervised regression task and 𝛼𝑡 , 𝛼𝑟 , 𝛼𝑏 are the hyper-parameters
to balance different losses.

The pretraining phase can assist us in learning effective Feature
Encoder. After that, we remove the loss function of comparative
learning, supervise the training according to the label, and fine-
tune the parameters of the model. In order to effectively fuse high-
frequency data and daily-frequency data to predict future return
rates more accurately, we designed an attentionmodule.Themethod
of calculation is as follows:

𝑌 = 𝑀𝐿𝑃 (
∑︁

𝑟 ∈ (𝑑,𝑚)
𝛽𝑟𝐻𝑟 ) = 𝑀𝐿𝑃 (𝛽𝑑𝐻𝑑 + 𝛽𝑚𝐻𝑚) (8)

The attention coefficient 𝛽𝑟 is calculated as follows:

𝛽𝑟 =
exp (𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝐻𝑟𝑊𝑎𝑡𝑡 + 𝑏𝑎𝑡𝑡 ))∑

𝑝∈{𝑑,𝑚} exp
(
𝑆𝑖𝑔𝑚𝑜𝑖𝑑

(
𝐻𝑝𝑊𝑎𝑡𝑡 + 𝑏𝑎𝑡𝑡

) ) (9)

3 EXPERIMENT
In this section, we aim to answer the following two questions:

RQ1. Whether the proposed model is more effective than the
benchmark model?

RQ2.Whether the proposed model can achieve higher returns
in the backtest experiment?

3.1 Experiment Settings
Dataset. We validate our model on real-world stock dataset of
China’s A-sharemarket and collect data from 08/01/2015 to 08/01/2020.
We have constructed the dataset CSI300 which comprise the largest
300 stocks in the China’s A-share market. We use the data of the 15-
minute line as high frequency data and collect 11 features for stocks,
such as opening price, closing price, volume, low price and so on.
In terms of relationship data, we collect the industry relationship
between stocks and fund position relationship.

Hyperparameter Setup.We split all datasets with ratio 8 : 1 :
1 into training sets, validation sets and test sets. We use 30 days
historical data to predict future return rate. The loss function of the
model is optimized using the Adam optimizer of which the initial
learning rate is set to 0.0001, and the decay rate of the learning rate
is set to 0.00001.

Baselines and Evaluation Metrics.We evaluate the models
on five baselines. They are LSTM[15], Transformer[6], HAN[8],
TCN[1] and HRC-N (HRC without contrastive pre-training). For
the evaluation system, in addition to the MSE, which is commonly
used for regression tasks, we adopt the financial indicators IC and
ICIR for the evaluation of the model. The IC is calculated as follows.

𝐼𝐶 =
1
𝑁

(𝑦 −𝑚𝑒𝑎𝑛(𝑦))𝑇 (𝑦 −𝑚𝑒𝑎𝑛(𝑦))
𝑠𝑡𝑑 (𝑦) · 𝑠𝑡𝑑 (𝑦) (10)

where 𝑦 and 𝑦 are the predicted rankings and actual rankings
respectively. In practice, 𝐼𝐶 is calculated for different trading days
and their average will be reported. To show the stability of 𝐼𝐶 , we
also report the information ratio of 𝐼𝐶 , i.e., 𝐼𝐶𝐼𝑅, which is calculated
by dividing the average by the standard deviation of IC.

3.2 Experiment Results(RQ1)
The results are shown in table 1. In the experimental results, it can be
found that the proposed model achieves the best results compared
with the benchmark model. We also carried out experiments on the
model without pretraining, and found that contrastive pre-training
can effectively improve the performance of the model.

Table 1: The performance of models

Model 𝑀𝑆𝐸 𝐼𝐶 𝐼𝐶𝐼𝑅

LSTM 0.753 0.0168 0.1280
HAN 0.760 0.0143 0.1642

Transformer 0.748 0.0237 0.2449
TCN 0.749 0.0244 0.1594

HRC-N 0.750 0.0310 0.2880

HRC 0.748 0.0506 0.3117

3.3 Backtest experiment(RQ2)
In order to further verify the effectiveness of the model, we have
carried out a simple simulation of the market and carried out back-
test experiments. In this paper, we adopt the Topk-Dropout strategy.
For each trading day, sell 𝑑 number of stocks with the worst pre-
diction score and buy the same number of unheld stocks with the
best prediction score. The results of the backtest experiment are
shown in Figure 3. Through the backtest on the test set, we found
that HRC achieved the highest rate of return.

4 CONCLUSION
In this work, we propose a contrastive pre-training model fusing
high frequency data and daily frequency data(HRC), which try to
integrate high-frequency data into model training and makes full
use of time attributes, relational data and future trends to establish
the connections between different frequency data. Through pre-
training and fine-tuning, we obtain two good encoders and make
the prediction more accurate. The experiments on real-world stock
dataset show that our model achieves the best results compared to
the benchmark models. And our model obtains the highest benefit
in the backtest experiment. We believe this work has important
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Figure 3: The return of backtest experiment

application value and good prospect for reducing investment risk
and becomes an effective reference.
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