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Abstract—In the construction of automated marshaling yards,
the automatic uncoupling operation of freight trains has always
been the research and development direction. The coupler rod is
the operation object of the uncoupling operation. The identifica-
tion of coupler rod type and estimating position and posture are
the prerequisites to realizing automatic uncoupling operation. In
this paper, we propose a perception method of coupler rod by
RGB image combined with the point cloud. We use an RGBD
camera to synchronously collect frame-aligned RGB and depth
images and generate point cloud data with colors according to the
mapping relationship. Then, we use the YOLOv5 neural network
to detect the collected RGB images and recognize the type of
coupler rod in the image. Clear clutter in the point cloud and
the bounding box is mapped to a spatial coordinate system for
straight-through filtering of the point cloud. We use RANSAC
for coarse registration and ICP for fine registration. The result
of registration is carried out with the lower sampling point cloud
model to achieve the registration of the coupler rod. Experiments
show that this method can effectively segment the point cloud of
the region of interest with high robustness.

Index Terms—train uncoupling, coupler recognition, image and
point clouds data fusion

I. INTRODUCTION

The marshaling work of industrial freight trains is mainly
completed in the hump. The remote control of shunting
locomotives or devices, the hump pushing work, and switch
control have been automated [1], but the uncoupling work
of freight trains is still completed manually. Because of
bad working habits or fatigue work, the phenomenon of the
accident is of common occurrence, thus making uncoupling
work unattractive in view of increasing staff shortage and cost
pressure. The uncoupling process involves many idle times and
manual work performed mostly under dangerous conditions.
Using robots to finish uncoupling work has become more and
more urgent.

In the last century, the uncoupling robot studied by Japan
[2] and Germany [3] with a low degree of intelligence,
which required the extensive rebuilding of the marshaling
yards. Recently, many uncoupling robots with high autonomy
have been developed. Those robots use a platform that can
move autonomously with advanced algorithms for uncoupling
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work [4] [5] [6], but they were all just blueprints and not
building robots. This paper uses a real automatic uncoupling
robot system to verify our perception method. The automatic
uncoupling robot system we build includes Remote Control
Center (RCC) and Mobile Operation Vehicle (MOV). MOV
comprises a wheeled mobile vehicle with a manipulator with
6 DOFs.

(a) Screw coupler

(b) Upper coupler (c) Lower coupler.

Fig. 1. Three forms of couplers on the freight train. Among them (a) is
commonly used in European train carriages, (b) and (c) are popular in China.

The standard freight train’s coupler rods are shown in Fig 1.
Europe designed an uncoupling device for the screw coupler
[7], which uses an asynchronous motor to rotate the gear to
complete the uncoupling of the screw coupler. In this paper,
automatic uncoupling work mainly aims at the upper and
lower couplers. The recognition and posture estimation of
coupler rods are the prerequisites for automatic uncoupling.
The space between the freight train’s carriages is narrow and
has many interference objects of similar shape or size with
respect to coupler rod, like ear plates and pipe joints. All
these objects will interfere with the posture estimation of the
coupler rod. Wang used the SIFT algorithm to effectively
recognize the coupler rod in the image effectively [8]. Song
improved genetic algorithm (GA) [9] based estimation method
and uses cylindrical fitting of the shape for the coupler rod



[10]. However, there are many cylindrical objects near the
coupler rod, which will become prone to misregistration.

To recognize and estimate the posture of the coupler rod
accurately and reliably, we use a 2D and 3D combined method
with the frame-aligned RGB image and point cloud. In 2D,
we use YOLOv5 algorithm [11] as the detector to recognize
the type and confirm the bounding box of the coupler rod in
the RGB image. In 3D, we use ICP [12] and RANSAC [13]
algorithms to register the coupler rod. The experimental results
show that the proposed method can effectively reduce the
amount of calculation, improve accuracy, and greatly enhance
the robustness of the coupler rod perception.

In this paper, we make a image dataset for the recognition
of freight train coupler rod, and our proposed algorithm can
significantly improve the computational speed and accuracy
of pose estimation. The experimental platform of these works
is our self-developed automatic uncoupling robot, and the
algorithm can be perfectly deployed in the robot, which
proves that our robot system design meets the requirements
of unhooking task.

II. SYSTEM DESIGN

The automatic uncoupling robot system includes Remote
Control Center (RCC) and Mobile Operation Vehicle (MOV).
Using the webcam on the RCC and the internal sensor of
the MOV, we can monitor the working environment around
the robot and the working status of the MOV. MOV is the
actuator of the automatic uncoupling robot system. Shown as
in Fig 2.

Fig. 2. Overview of our robotic system, including RCC, MOV with sensors,
operation manipulator, and control system.

MOV is the main body used for robot movement, percep-
tion, and operation. It is equipped with an RGBD camera,
Lidar, GPS, RTK, INS, and other sensors. The RGBD camera
is the main sensor for the perception of the coupler rod. We use
the AUBO 6-axis robot arm and ZIMMER 2-finger gripper as
an operation manipulator for uncoupling rod. MOV is shown
in Fig 3.

III. PERCEPTION METHOD OF COUPLER ROD

To detect the posture of the coupler rod, we propose a
perception method that combines 2D and 3D. This method in-
cludes coupler rod recognition based on YOLOv5 and coupler
rod posture estimation based on ICP and RANSAC methods.
The above method combines the advantages of image detection

Fig. 3. The MOV of the uncoupling robot system, which is composed of
wheeled mobile robot and operation manipulator.

and point cloud registration and can effectively extract the
posture of the coupler rod, which provides a basis for the next
step of robot autonomous uncoupling work.

A. Recognition of coupler rod

In 2D detection, we use the deep learning method to
recognize the coupler rod in real-time. The public data sets are
not suitable for the recognition task of coupler rod, so we make
our own dataset by collecting and labeling coupler rod images.
The coupler rod images are labeled A and B, corresponding to
the upper and lower coupler rod. The images in the dataset are
enhanced by brightness, noise, shearing, rotation, translation,
and mirroring to expand the dataset. The coupler rod dataset
contains both the original image and the enhanced image, and
the information of it is shown in Table I.

TABLE I
THE NUMBER OF IMAGES IN COUPLER ROD DATASET

Upper coupler rod Lower coupler rod

The original image 569 616 1212
After enhancement 7210 8130 15340

The YOLO algorithm has a good balance between accuracy
and speed as a one-stage recognition algorithm. At the same
time, compared with the previous version, the YOLOv5 neural
network has a larger compression in model volume. It can be
well deployed with an edge computing unit of robotic systems.
Therefore, we use the YOLOv5 algorithm to complete the
recognition of the coupler rod in the image.

The network structure of YOLOv5s is shown in Fig 4, which
is mainly divided into Input, Backbone, Neck, and Prediction
four parts.

YOLOv5 has a mosaic data enhancement method in the
input part. It uses random scaling, clipping, and arrangement
to splice data before training. It can significantly enhance
the robustness and training efficiency of the model. Before
training, the adaptive anchor calculation is carried out. As the
anchor has an initial length and width, the network outputs the
prediction frame based on the initial anchor frame, compares
it with the ground truth of the real frame, calculates the



Fig. 4. Structure of YOLOv5s. We configure the ONNX environment and generate .onnx file using the script in the package of YOLOv5. Opening .onnx file
by using the Web version of Netron to visualize the complete network model. The original network structure were too big to shown, it can be modified to
simplify in the code. The simplified network structure is shown in the figure.

gap between the two, and then reversely updates and iterates
network parameters.

We add Focus structure to the YOLOv5’s backbone. The
key to the Focus structure is the slicing operation. The
original 608*608*3 image was input into the Focus structure.
It transformed into a feature map of 304*304*12 after the slice
operation; through a convolution operation of 32 convolution
kernels, it finally became a feature map of 304*304*32. Two
kinds of CSP structures are designed in Yolov5. In the example
of the Yolov5s network, the CSP1 X structure is applied to
the Backbone network, and the CSP2 X structure is applied
to Neck.

B. Conversion of pixel coordinates to world coordinates

We project RGB image onto depth image by the mapping
relationship between the world coordinate system and pixel
coordinate system. Consider (u, v) as a point in the pixel
coordinate system and (XW , YW , ZW ) as coordinates in the
corresponding world coordinate system. The camera coordi-
nate system can obtain by the rigid-body transformation of the
world coordinate system, ((XC , YC , ZC) is used to represent
the same point in the camera coordinate system, (tx, ty, tz
and (θx, θy, θz) represent the translation and rotation vectors,
respectively. Among them, the translation can be written like
this.

(Xc, Yc, Zc) = (Xw + tx, Yw + ty, Zw + tZ) (1)

We add the constant term 1 to (X,Y, Z) to get the homo-
geneous coordinates for matrix multiplication calculation. So,

we can use matrix t to express the translational transform,
shown as (2).
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Rotation in a three-dimensional coordinate system also
consists of three parameters, we use R for the rotation ma-
trix: R constitute with θz θy and θx, they representing the
counterclockwise rotation in the xy xz and yz plane.

The combination of the three directions gets rotation matrix
R = RxRyRz . We combine the translation and rotation
matrices to get the rigid body transformation matrix T , shown
in (3).

T = tR

=

1 0 0 tx
0 1 0 ty
0 0 1 tz
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The transformation relationship from the world coordinate
system to the camera coordinate system can be expressed as
(3).
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The transformation from the camera coordinates to the pixel
coordinates is a projection transformation. It transforms coor-
dinates from a three-dimensional point to a two-dimensional
plane. Note that the camera’s focal length in the X,Y di-
rections is fx, fy respectively, and the principal point are
written as px, py respectively. Then the transformation from
the camera coordinate system to the pixel coordinate system
can be represented by a matrix (4). K is also called camera
intrinsic.
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According to (3) and (4), we can deduce the conversion
relationship between the world coordinate system and the pixel
coordinate system (5).
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According to the conversion relationship between the world
coordinate system and the pixel coordinate system (5), each
point in the depth map can be mapped to a certain point in
the RGB image. We use the color of each pixel in the image
to color the corresponding point in the point cloud and get a
colored point cloud.

C. Pose estimate of coupler rod

In the previous part of coupler rod recognition, we detected
the type of coupler rod and selected its bounding box in the
image as ROI. Then we can map the ROI from the RGB
image to the colored point cloud through the coordinate system
transformation relationship (5) and use a pass-through filter to
segment the colored point cloud. The filtered color point cloud
can remove a lot of noises while retaining the information of
the coupler rod. With our algorithm to simplify the point cloud,
the subsequent process of point cloud registration will be easy
to carry out.

According to the type of coupler rod, we select the corre-
sponding CAD model for sampling to generate a model point
cloud. We use RANSAC to finish a coarse registration of the
model point cloud and target point cloud and use ICP to finish
fine registration. ICP registration requires high accuracy of the
initial value, and coarse registration can effectively improve its
effect of it. The algorithm is shown in Fig 5.

Fig. 5. The pipeline of pose estimation arithmetic.

IV. EXPERIMENTS

Our method has been deployed in the automatic uncou-
pling robot, and experiments are carried out the evaluate the
effectiveness of the coupler rod recognition. Our experiment
includes two parts: the recognition and the posture registration
of the coupler rod. The perception system is set up in NVIDIA
Jetson NX edge computing unit with ubuntu 18.04 system and
uses Intel Realsense D435i RGBD camera to collect images. In
the experiment of posture registration, we evaluate our method
by the simulation experiment scene, which consists of a real
upper coupler rod.

A. Recognition of coupler rod

We use the improved YOLOv5 network as the main way
to recognize the coupler rod. In the established coupler rod
dataset, the training set and test set are divided in a ratio of
9:1. The result is shown in Fig 6. In the dataset establishment
process, we selected the view by which the angle is like the
robot operation.

TABLE II
COMPARE WITH OTHER RECOGNITION DETECTOR

No Method Success FPS
1 YOLOv3 0.954 75
2 YOLOv3-tiny 0.937 108
3 YOLOv4 0.975 88
4 YOLOv4-tiny 0.961 98
5 YOLOv5 (ours) 0.974 112

In posture registration, we need to know the type of coupler
rod and select the corresponding CAD model for sampling.
Therefore, it is necessary to use a target recognition algorithm.
YOLO series of algorithms are widely used in the industry.
We use the dataset of the coupler rod to conduct comparative



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 6. We use the improved Yolov5 to demonstrate the recognition effect of coupler rod, in which (a)-(f) are the results from predicted in the test set, and
(g)-(i) are the coupler rod images downloaded from the internet that does not exist in the dataset.

experiments across multiple versions of the YOLO algorithm.
When the IoU of the predicted box and the ground truth is
more than 0.8, we consider that the object is successfully
detected. The results are shown in Table II. Experimental
results show that YOLOV5 has a good balance performance
in success rate and FPS.

B. Registration of coupler rod

Realsense D435i uses a speckle structured light structure to
obtain depth information. The processing of RGB image and
depth image by our algorithm is shown in Fig 7.

We set twelve reference points from the surface of the CAD
model. After registration, evaluate the spatial distance of the
corresponding point between the model point cloud and the
target point cloud. If the distance of the corresponding point
is less than 5% of the length of the coupler rod, it means
the point registration is successful. The experimental results
are shown in Table III. Among Table III ”Point” means the
number of target point cloud points for calculation.

From the results of Table III, we can see that the regis-
tration method combination of ICP and RANSAC has better
performance than ICP or RANSAC alone. Nearly half of the
reference points were matched successfully. Our method can
keep the coupler rod points while eliminating the useless
points. It greatly improves calculation speed and matching
success rate. But in the individual registration results, the

(a) RGB image (b) Depth image

(c) Colored point cloud after
render

Fig. 7. Take the model of coupler rod used in posture registration experiment
as an example. (a) and (b) are the data obtained after frame alignment by
using RGBD camera, and (c) is the colored point cloud.

spatial distance difference of some corresponding points is
more than 200mm, which is more than 50% of the length
of the coupler rod. These problems can cause great harm to
operations.

Our method can effectively reduce about 80 percent of the
point number in point cloud registration, which can greatly



TABLE III
THE RESULT OF REGISTRATION

No Method Directly Improved (ours)
Points Success Time(s) Points Success Time(s)

1 ICP 53759 2/12 0.19692 14477 3/12 0.10367
2 RANSAC 53759 2/12 0.16016 14477 4/12 0.12679
3 ICP & RANSAC 53759 5/12 0.18516 14477 9/12 0.09724

speed up the calculation process. However, there is still much
room for improvement in accuracy.

V. CONCLUSION AND FUTURE WORK

This paper introduces designs of an automatic uncoupling
robot for the freight train uncoupling work. To improve the
robot’s autonomy, a combined 2D and 3D point cloud filtering
method to perceive the posture of the coupler rod is also
presented. Our method can effectively reduce the amount of
calculation and the corresponding time and improve perception
accuracy and robustness.

However, due to the task’s particularity, the algorithm
results’ evaluation mechanism needs to be redesigned during
deployment. Ensure that the error between the obtained pose
estimation result and the real value is within the robot’s
operating range. Next, we plan to perform pose estimation
using the network method by processing image information.
We will also concentrate on the automatic grasping control of
the MOV to fulfill the uncoupling process.
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