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ABSTRACT
The application of trauma and hemorrhage medical treatment train-
ing has generated higher and higher requirements for the authentic-
ity of the medical model. With the increasing integration of mixed
reality technology and themedical field, multi-view-based 3D recon-
struction technology can generate trauma medical object models
not limited to specific targets, with low cost and high precision.
However, the current reconstruction methods have weak points
such as the inability to build the object surface beyond the direct
view of humans, the uneven distribution of reconstructed point
clouds, many holes, and reconstructed triangles. And it is time-
consuming and laborious to fill and modify manually and requires
highly skilled modeling expertise. Therefore, the models generated
by traditional 3D reconstruction methods cannot meet the needs
of interaction and touch in mixed reality applications. In order to
solve these problems, we propose a new model generation method
based on multi-view and point cloud processing, which enables
the model to reduce the computational cost under the premise of
meeting the need for direct interaction and touch in mixed reality
applications. Finally, based on the reconstruction method proposed
in this paper, a new medical trauma hemorrhage control and rescue
training system is designed and implemented, which proves the
effectiveness of the method proposed in this paper.
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1 INTRODUCTION
With the rapid development of artificial intelligence technology,
mixed reality technology (MR) has attracted much attention. Mixed
reality technology is a new digital holographic imaging technology
that combines real and mixed. It is further developed based on vir-
tual reality technology (virtual reality, VR) and augmented reality
technology (augmented reality, AR). It can be regarded as an en-
hanced version of virtual reality technology and augmented reality
technology [1]. Researchers have done a lot of work on the basic
technology of mixed reality [17, 19–21, 24, 25], and explored and
verified applications in many fields [18, 22, 26]. The application of
mixed reality technology in medicine has just started, but its appli-
cation prospects are eye-catching [2] [23], bringing breakthrough
innovations in many fields such as clinical medicine, medical edu-
cation, medical research, and doctor-patient communication [3].

At present, medical teaching generally adopts the method of
simulation training for teaching. There are two main types: one is
mainly based on text and multimedia treatment training methods.
This kind of method is relatively flexible but lacks user interaction,
which makes it difficult to show complete and dynamic treatment
training, so it is highly theoretical and has a poor practical effect;
the other one is the use of human body models, real medicines, and
other tangible objects. Although this method can facilitate people
to intuitively contact and experience the specific process of rescue
training, it is affected by the single factor of equipment handling
and scene, which reduces flexibility and experience. For trauma and
bleeding treatment training, bandaging is different from applying
for medicine. The blood vessels of the limbs are scattered, and the
arteries and veins are different. In order to ensure the training effect,
one-to-one guidance from doctors is often required so it is difficult
to balance convenience, comprehensiveness, as well as teaching
efficiency. Combining trauma treatment with MR medical training
will, on the one hand, greatly improve the efficiency of treatment
training without being limited by time, place, cost, etc., on the
other hand, due to the realistic immersion and interactivity, make
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the training effect meet or exceed the previous, which is based on
observing demonstration videos teaching aids and other links [4].

In order to improve the learning effect of the training and teach-
ing system based on mixed reality, the digitization of its training
resources requires the help of 3D reconstruction technology. MVS
(multi-view stereo) method has the advantages of low cost and
wide application adaptability. [5] In particular, due to the increas-
ing convenience of capturing high-definition image data, the ap-
plication of multi-view reconstruction is becoming more and more
extensive. With the proposal of multiple evaluation databases [6-
8]and consider labeling costs [13], the accuracy and completeness
of multi-view reconstruction methods continue to improve. The
current mainstream methods are mainly GPU-friendly MVS meth-
ods based on depth maps [9-12]. By reconstructing the depth map
of each perspective, depth map fusion is performed to form a three-
dimensional point cloud [10]. However, it will be influenced by
noise and disparity, although the influence of noise can be reduced
by increasing the regularization term [14, 15], it will increase the
computational cost. And due to the depth map contains a large
amount of data, and the fusion of the depth map will require large
memory resources, which is difficult to calculate directly on mixed
reality devices. The main goal of multi-view stereo research is
to improve reconstruction efficiency and accuracy. Although the
reconstruction effect is getting better and better, the technology
itself has problems such as the inability to build the object surface
beyond the direct view of humans, the uneven distribution of re-
constructed point clouds etc. These problems lead to the inability
of the reconstructed model based on traditional multi-view 3D re-
construction to be directly interacted with and touched in mixed
reality applications, and it is limited to 3D browsing, which limits
the development of mixed reality applications for digitizing real
objects in real scenes.

To solve the above problems, we propose a method of generating
a touchable 3d model based on multi-view, which can be generated
to meet the needs of real, touchable, and interactive models in
the medical training of trauma and bleeding, so that the actual
environment and medical model can be integrated with reality.

The main contributions of this paper include:

• We propose a method of generating a touchable 3d medical
model based on multi-view, so that the reconstructed model
can be better, faster, and smoother in mixed reality device
applications, rather than just browsing in the traditional
sense. The method proposed in this paper focuses on making
the reconstructed real 3D model, which not only satisfies
the real modeling but also can meet the practical application
of the head-mounted mixed reality device grasped by hand
and operated directly with low computational cost.

• We design and implement a mixed reality high-risk orthope-
dic war-wound simulation fire-line rescue training system
based on the method of generating a touchable 3d medical
model based on multi-view, as shown in Figure 1. By pro-
viding a high-realistic mixed reality interactive experience
environment, we propose and verify the practical value of
our method, and provide a solution for the development
of other mixed reality applications using real-world object
materials.

Figure 1: Framework of a treatment training system based
on multi-view touchable 3D model generation method.

Figure 2: Flow chart of touchable 3D model generation
method based on multi-view.

2 MULTI-VIEW BASED TOUCHABLE 3D
MODEL GENERATION METHOD

The biggest difference between the application system based on
mixed reality equipment and the multimedia training and games
combined with traditional text, images, and videos is its authentic-
ity, which is a mixture of the real world. The main material elements
involved in the construction of mixed reality projects should be
the projection of substances in the real world, that is, turning real
objects into materials in mixed reality projects through 3D recon-
struction technology. 3D reconstruction methods have always been
the focus of research in computer vision and related fields. 3D recon-
struction methods are diverse and complex according to different
hardware for acquiring data.

The flow of the multi-view-based touchable 3D model genera-
tion method proposed in this paper is shown in Figure 2. In this
paper, the structure from motion (SFM) method is used to deter-
mine the spatial and geometric relationship of the target through
the movement of the camera, and to reconstruct the sparse point
cloud and obtain the sparse point cloud data of the real object. A
multi-view stereo vision method based on depth map fusion is used
to reconstruct the dense point cloud model. The target point cloud

84



A Method of Touchable 3d Model Reconstruction based on Mixed Reality –A Case Study of Medical Training Applications ICIGP 2023, January 06–08, 2023, Chongqing, China

Figure 3: View of a sparse point cloud of knife.

information is obtained by performing point cloud processing based
on prior knowledge, using voxel filtering and outlier filtering. The
point cloud is filled with a point cloud fractal network (PF-Net:
Point Fractal Network). Poisson reconstruction is used for surface
mesh reconstruction, and finally, texture mapping and physical
mesh addition are performed. We will describe the reconstruction
process of the utility knife in detail as follow.

2.1 From Picture to Point Cloud
2.1.1 Sparse point cloud reconstruction. The Motion Recovery
Structure Method (SFM) method used in this paper performs sparse
point cloud reconstruction [15], that is, generates sparse 3D point
clouds and camera poses from images. It is divided into the follow-
ing three steps: feature points detection and matching, multi-view
geometric constraint calculation, and bundle adjustment (BA). First,
SIFT algorithm is used to calculate the position information (x, y)
and descriptor information of feature points through different-size
Gaussian filters (DOG). Second, we use the Nearest Neighbor (NN)
matching algorithm to calculate the Euclidean distance of feature
points by filtering the KD-tree model, and setting the threshold
to pair those with smaller distances. Finally, the polar geometry
is calculated. For the matching points, the eight points random
sampling consensus algorithm (RANSAC) is used to calculate the
basic matrix F and the matching pairs that do not meet the basic
matrix F are eliminated.

The pair of images with the largest number of matching point
pairs is selected as the seed image, and the 5-point method is used
to estimate the extrinsic parameters of the initialized matching
pairs and the essential matrix E. After estimating the poses of the
two images, triangulation can be used to generate 3D points, that
is, a set of sparse point clouds. For the reprojection of the generated
3D points, the beam method adjustment is used to further optimize
the camera parameters. Until there are no new pictures, the camera
estimated parameters and scene geometry information, and the
sparse point cloud of the knife is obtained, as shown in Figure 3.

2.1.2 Dense point cloud reconstruction. In this paper, a multi-view
stereo vision method based on depth map fusion is used to recon-
struct the 3D geometric model. The basic process is the following
three steps: establishing a candidate view pool (selection of global
views), selecting local views from the global views, and using nor-
malized cross-correlation (NCC) and view geometry not coplanar
determined the local view candidates.

𝜌NCC (f, g) =
(
f − f̄

)
(g − ḡ)

𝛿f𝛿g

Figure 4: Visualization of dense points cloud of processed
knife.

And f represents a vector composed of pixels in the field of a
certain point in view A, g represents a vector composed of pixels in
the neighborhood of the corresponding point with the same name
in view B,𝛿 is the standard deviation of the samples. Start depth
estimation from the sparse feature points of the initial perspective,
we calculate the depth map of each image, and perform nonlinear
depth optimization for each seed point (combining the geometric
model and the photometric model, the optimization of the obtained
depth value and normal vector, and color Scale optimization), and
perform depth map fusion, to obtain the three-dimensional infor-
mation of the image and the dense point cloud data of the knife.
After removing, the dense point cloud of the knife is obtained as
shown in Figure 4.

2.2 Points Cloud Processing
There will be local matching errors on the model caused by the
blocked vision on the 3D dense point cloud data obtained by multi-
view stereo 3D reconstruction (SFM+MVS). In addition, the 3D
information on the model cannot be calculated correctly for the sur-
face with weak texture on the object. These erroneous data usually
form holes in the surface of the model. Therefore, reconstruction
errors caused by strong reflections, occlusions, or weak textures
must be resolved to obtain a complete 3D model of the object.

At the same time, due to the characteristics of multi-view stereo
3D reconstruction, the dense point cloud in the area that needs to
be repaired will be relatively sparse, but the area where the recon-
struction results are more accurate will be very dense. There are
too many point clouds, resulting in too many surface meshes after
surface reconstruction. As shown in Figure 5, such a dense model
will limit the rendering efficiency in a mixed-reality environment.
To this end, it is necessary to reduce the number of patches as much
as possible without losing the quality of the model and reduce the
computational overhead in mixed reality applications.

We reduce the number of point clouds by first down-sampling the
voxel filter. Since the point cloud is well distributed through voxel
filtering, the average point distance is not calculated in this paper.
We use the distribution uniformity of the points in the point cloud
to determine the boundary feature points directly, calculate the
angle between the data point to be detected and the vector formed
by its neighboring points and set the maximum angle threshold. If
it exceeds the threshold, it is considered a boundary feature point,
and then the position of the hole is judged. After finding the missing
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Figure 5: Model reconstructed directly from Poisson surface without point cloud processing.

point cloud location, we adopt the point cloud fractal network (PF-
Net: Point Fractal Network)] proposed in the literature [16] and
generate a new point cloud as shown in Figure 6.

Figure 6: Point cloud model after filtering and point cloud
completion.

2.3 Surface Process
2.3.1 Surface mesh reconstruction. Poisson reconstruction
(Poisson-Rec) is used to reconstruct the triangular mesh surface
from the point cloud. Its core idea is that the point cloud represents
the position of the surface of the object, and its normal vector
represents the inner and outer directions. By implicitly fitting an
indicator function derived from the object, a smooth estimate
of the object’s surface can be given. Before performing Poisson
reconstruction, the normal vector calculation is performed on
the 3D point cloud data processed by the point cloud. Due to the
previous work processed the point cloud, as shown in Figure 7, the
left image is the processed result. Compared with the picture on
the right, the simplified 3D surface meets the requirement of less
than 100,000 triangular faces, while better retaining the geometric
structure of the object.

2.3.2 Texture Map. Texture reconstruction is proposed to use a
texture atlas-based method to slice the model and use least squares
conformalmapping as the plane parameterization of each slice. First,
the closed surface is divided into a set of developable surfaces that
are isomorphic to the disk, and then the plane parameterization of
each divided surface is performed. To prevent the texture-mapped
model from appearing with obvious seams, we choose to segment
at a high curvature where the shape and illumination change is
relatively large and then use the LSCM (Least Squares Conformal
Maps, which is based on the least squares approximation of the
Cauchy-Riemann equation. It stands for Least Squares Conformal
Mapping, which does not require fixed boundaries for mesh model

parameter.) method to parametrically segment the generated set
of developable surfaces. By minimizing the projection error, the
corresponding information is obtained, to obtain the mapping rela-
tionship from the 3D model to the 2D texture, and use the obtained
mapping relationship to remap the 3D model to the 2D texture to
obtain the 2D texture at each point of the 3D model. position, and
finally get a 3D geometric model with texture, as shown in Figure
8.

3 EXPERIMENTAL APPLICATION RESULTS
The experimental platform in this paper is a self-installed desk-
top computer with Nvidia RTX3060ti, AMD R5 5600X (3.70GHZ),
16GB memory, Microsoft mixed reality device Hololens2, and Ap-
ple iphone12. This article uses a mobile phone to set the knife to
shoot 32 pictures. When shooting, the target is the center, and RGB
high-definition images from different angles are taken and saved
in JPG format.

Due to the complete model and a reasonable number of 3D
surfaces, it can be imported into mixed reality projects, as shown in
Figure 9, the knife and human body models obtained by the method
in this paper are imported respectively. The knife model can have
mesh collisions attached, as shown in Figure 10, and the data is
shown in Table 1. After importing Microsoft’s Mixed Reality Toolkit
software development kit, the gesture recognition function is added
as shown in Figure 11. In the mixed reality training experimental
environment with a physics engine, the user wearing Hololens2 can
be directly in the experimental environment and directly interact
with the model, as shown in Figure 12.

The left picture is the actual motion screenshot during the exper-
iment, and the right picture is the set picture obtained by adding
transparency to the left picture, which is used to show the physi-
cal characteristics of the model. As shown in the picture, the tool
falls freely from above, touches a small square, changes its motion
trajectory, and finally comes to rest.

It can be seen that the method in this paper enables the recon-
structed model to satisfy both real modeling and low computational
cost while retaining the geometric structure of the object surface
and greatly reducing the triangular patches contained in the three-
dimensional surface. And fake surface boxes do not exist in the
obtained model so the object in the model can be grabbed and
interacted with.
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Figure 7: Comparison of surface reconstruction effects after point cloud processing.

Figure 8: Texture reconstructed model.

Figure 9: The reconstructed model of the knife, medicine bottle and human body model in the system.

Table 1: The contrast of the reconstructed model with different methods

Number
of points

Number of
triangle faces

Whether there are holes Device memory
Used

General reconstructed model 203789 407220 Yes, and the size is uneven 46355KB
model reconstructed by our method 7047 18523 No holes after 239 points are filled 3512.32KB

4 CONCLUSIONS
In this paper, we propose a multi-view-based tactile 3D medical
model generation method based on the goal of simulated traumatic
hemorrhage rescue training. This method makes the multi-view

reconstructed 3D medical model not just 3D browsing in the tradi-
tional sense, but a model with entity attributes that can be grasped
by hand and directly manipulated in practical applications, pro-
viding a more realistic model for mixed reality applications. We
design and implement a mixed reality trauma hemorrhage rescue
training system using our method, providing the public with a new
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Figure 10: Physical surface collision of the reconstruction.

Figure 11: The function of gesture recognition.

Figure 12: Interact with users in the model system

interactive experience method of medical trauma learning, creating
an interactive learning experience effect that is suitable for move-
ment and static and rich in content so that people can experience
the trauma treatment process as if they were on the scene, and
improve the emergency trauma processing ability, which is of high
practical value. The model in this paper has been fluently used in
mixed reality systems, and the system test shows that our method
is effective.
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